Variability in in vivo Toxicity Studies:
Defining the upper limit of predictivity for models of systemic effect levels
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of this work were to quantify the variance within systemic LEL and LOAEL values, defined as potency values for : Oz{,@j Chem | Study ST;;.E.’ species [:> 281 chems, 705 stud contrlbt.Jtlons to var.lance..The minimum predlct!on interval c.le.flned in this work is the possible range of a new
ffects in adult or parental animals only, and to estimate the upper limit of NAM prediction accuracy. Multiple * (A) outlines the workflow for more e T I T / cHR / value given the variance in the in vivo data available for training. Thus, only a perfect model could have a
efiects | P Y; PP P Y. P . . . 1 2 | CHR | Rat 429 chems, 1149 studies “minimum prediction interval” because all other models will contribute additional variance and width to the
linear regression (MLR) and augmented cell means (ACM) models were used to quantify the total variance, and permissively defined study replicates to L[ 3 | R [Mowe prediction interval.
the fraction of variance in systemic LEL and LOAEL values explained by available study descriptors (e.g., enable a larger dataset for consideration of f 2 4 cR | e MSE, also known as the MSE for the regression model is the residual sum of squares divided by the degrees of freedom for the
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to define repl_lcates. Using these approaches, total variance in systemic LEL apd LOAEL valueg (in logye- defined study replicates using the ACM A 278 studies 24 chems, 54 studies % total variance explained % total variance explained by study descriptors: this is the variance
mg/kg/day units) ranged from 0.74 to 0.92, and th_e UneXplamed variance, gpproxmated by the residual mean modeling approach. Yoo ACM cell definition [:>/ o B lascell) / Predictive model A model that is constructed for forward prediction of unavailable values, typically trained on reference data.
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fit, the maximal R-squared for a systemic effect level model using these data may approach 55 to 73%. The root study type and statistically modelled to ~ P R o replentes GUBTSREIELR QIR CHEIEIRE RMSE is the square root of the MSE and gives a measure of the residual spread or standard deviation for
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of 58 to 284-fold. These findings may have important implications for evaluation criteria used for NAM Chem2 |  Rat Feed Fo| oev using these data as a reference.

predictions of systemic toxicity.
* Predictive models cannot predict animal effect values with greater accuracy than

R-squared or R2 The proportion of variance in a dependent variable that be explained by a regression model or independent
variable. The maximum R? for a model representing some data is limited by the percent of the total variance
those animal models reproduce themselves that is explained by the available regression model parameters (in this work, study descriptors).

r . . . . Total variance Explained + Unexplained variance; the sum of the squared deviations of every observation from the sample
. - - _ _ B _ N Table 1. Statistical model results from full datasets. Figure 3. The distribution of the MLR LEL model _ mean divided by the degrees of freedom for the sample
« Defining the quantitative variability, or variance, in traditional systemic toxicity data LOAEL

Regression LEL residuals evaluated using standard diagnostic plots. When applied to reference in vivo data, uncertainty might be quantified as a confidence interval for a mean
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data used in training. In this work, the upper bound of predictivity includes the upper bound on an R? for a
model of these data and the maximum accuracy of a prediction model for systemic toxicity values (i.e., the
minimum prediction interval).

Variabilit The spread or dispersion of some data.

Approach to estimating variance in systemic

toxicity information from ToxRefDB
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