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Abstract 29 

The meteorological predictions of fully coupled air-quality models running in “feedback” versus “no-30 

feedback” simulations were compared against each other and observations as part of Phase 2 of the Air 31 

Quality Model Evaluation International Initiative. In the  “no-feedback” mode,  the aerosol direct and 32 

indirect effects were disabled, with the models reverting to either climatologies of aerosol properties, or a 33 

no-aerosol weather simulation.  In the “feedback” mode, the model-generated aerosols were allowed to 34 

modify the radiative transfer and/or cloud formation parameterizations of the respective models.  Annual 35 

simulations with and without feedbacks were conducted on domains over North America for the years 36 

2006 and 2010, and over Europe for the year 2010.     37 



2 
 

The incorporation of feedbacks was found to result in systematic changes to forecast predictions of 38 

meteorological variables, both in time and space, with the largest impacts occurring in the summer and 39 

near large sources of pollution.  Models incorporating only the aerosol direct effect predicted feedback-40 

induced reductions in temperature, surface downward and upward shortwave radiation, precipitation and 41 

PBL height, and increased upward shortwave radiation, in both Europe and North America.  The feedback 42 

response of models incorporating both the aerosol direct and indirect effects varied across models, 43 

suggesting the details of implementation of the indirect effect have a large impact on model results, and 44 

hence should be a focus for future research.  The feedback response of models incorporating both direct 45 

and indirect effects was also consistently larger in magnitude to that of models incorporating the direct 46 

effect alone, implying that the indirect effect may be the dominant process.  Comparisons across 47 

modelling platforms suggested that direct and indirect effect feedbacks may often act in competition: the 48 

sign of residual changes associated with feedbacks often changed between those models incorporating the 49 

direct effect alone versus those incorporating both feedback processes.    50 

Model comparisons to observations for no-feedback and feedback implementations of the same model 51 

showed that differences in performance between models were  larger than the performance changes 52 

associated with implementing feedbacks within a given model.  However, feedback implementation was 53 

shown to result in improved forecasts of meteorological parameters such as the 2m surface temperature 54 

and precipitation.    These findings suggest that meteorological forecasts may be improved through the 55 

use of fully coupled feedback models, or through incorporation of improved climatologies of aerosol 56 

properties, the latter designed to include spatial, temporal and aerosol size and/or speciation variations. 57 

Introduction 58 

This work examines the effects of air pollution on forecasts of weather, through the use of fully coupled 59 

air pollution / weather forecast models.  A companion paper to this work (Makar et al, 2014) explores the 60 
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effects of feedbacks from air pollution on simulated atmospheric chemistry. Both studies were undertaken 61 

as part of Phase 2 of the Air Quality Model Evaluation International Initiative (AQMEII-2).  62 

AQMEII-2 builds on the work begun under the first phase (AQMEII), an intercomparison of air pollution 63 

forecast models wherein most participating air pollution models were “off-line”, that is to say, they 64 

required as input meteorological files from a weather forecast or climate model.  Emissions inputs for 65 

these models as well as boundary conditions were harmonized, and the models were compared to air-66 

quality observations using sophisticated statistical tools, for annual simulations of air quality for the year 67 

2006 (Galmarini et al, 2012a,b; Solazzo et al.2012, a,b), for both Europe (EU) and North America (NA).   68 

A more recent development in the modelling of the atmosphere for synoptic forecast timescales is the 69 

“on-line” air quality model, in which both chemistry and weather forecasts are created in the same 70 

modelling framework (e.g. Grell et al., 2005; Zhang, 2008; Moran et al., 2010; and cf. Baklanov et al., 71 

2014 for a recent review of these models).  Further description of the models specifically employed here 72 

and references for the construction of this first generation of feedback models appears in the Methodology 73 

section, and Table 1).  On-line models reduce the computational overhead associated with the transfer of 74 

large meteorological input files into computer memory, and have the potential to reduce errors associated 75 

with interpolation between meteorological and air quality model grid projections.   These models have the 76 

added advantage of allowing the possibility of incorporating feedbacks between air pollution and 77 

meteorology.  These are known as “fully coupled” on-line models, as distinct from on-line models in 78 

which the chemical processes make use of meteorological information, without a reverse communication 79 

in which chemistry is allowed to alter the meteorology.  Feedbacks are incorporated into global and 80 

regional climate models as a requirement for accurate climate prediction (cf. Forster et al, 2007), and the 81 

role of aerosols in accurate modelling of the atmosphere on climatological timescales has long been 82 

recognized (c.f. IPCC, 2007).  However, climate models, because of the long time periods used for their 83 

simulations, the associated computational limitations, and the need to resolve the atmosphere of the entire 84 

Earth, usually do not employ atmospheric chemical processes with the same degree of sophistication as is 85 
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found in regional air-quality models.  The role of aerosols in the radiative balance of the atmosphere via 86 

the radiative properties of the aerosols themselves (aerosol direct effect) or via the aerosols role in acting 87 

as cloud condensation nuclei (aerosol indirect effect)  is key to climate model prediction accuracy, but 88 

remains a considerable source of uncertainty in model predictions (IPCC, 2007).  Conversely, most 89 

meteorological models used to forecast weather on synoptic or shorter timescales use climatologies or 90 

simplified parameterizations of aerosol properties, in order to represent the aerosol direct and indirect 91 

effects.  The cross-comparison fully coupled regional air-quality models is thus of interest to the scientific 92 

community, in order to better understand the role of feedback processes on the short time scales 93 

associated with weather forecasts, and to identify commonalities and differences between forecasts from 94 

different modelling platforms.  The latter provides a means by which to identify model parameterizations 95 

requiring improvement.  The models examined here are the first generation to include fully coupled 96 

weather/air-quality processes in a regional forecasting context, and this is the first attempt to quantify and  97 

cross-compare the impacts of direct and indirect effect aerosol feedbacks using these models.   98 

In Phase 2 of AQMEII, on-line fully coupled regional models using harmonized emissions and chemical 99 

boundary conditions were inter-compared and evaluated against observations of air-quality and 100 

meteorology, for North American (NA) and European (EU) domains, for the years 2006 and 2010  (Im et 101 

al, 2014a,b, Yahya et al., 2014a, b; Campbell et al., 2014; Wang et al., 2014a, Brunner et al, 2014, Makar 102 

et al, this issue).  Here, we focus on the specific issue of the extent to which feedback processes may 103 

influence weather forecasts,  in order to attempt to address the following questions:   104 

(1) Does the incorporation of feedbacks in on-line models result in systematic changes to 105 

their predicted meteorology? 106 

(2) Do the changes vary in time and space? 107 

(3) To what extent does the incorporation of feedbacks improve or worsen model results, 108 

compared to observations?  109 
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In Part 2 (Makar et al, 2014), we examine the effects of feedbacks on the model’s chemical predictions.  110 

Here, we examine the effects of feedbacks on the models’ meteorological predictions, with a focus on the 111 

common year for both domains, 2010. 112 

Methodology 113 

Table 1 provides details and references for the participating models’ version numbers, cloud 114 

parameterizations, aerosol size representation and microphysics algorithms, meteorological initial and 115 

boundary conditions, land-surface models, planetary boundary layer schemes, radiative transfer schemes, 116 

gas-phase chemistry mechanisms, and the time period and model variables available for comparisons.  117 

Table 1 also provides details on the methodology used to allow the feedback models’ aerosols to 118 

participate in radiative transfer calculations (aerosol direct effect), and in the formation of clouds as cloud 119 

condensation nuclei, which in turn may change the radiative and other properties of the simulated clouds 120 

(aerosol indirect effect).  Ideally, the study of the impact of feedbacks on coupled model simulations 121 

would make use of two versions of each air-quality model, one in which the feedback mechanisms have 122 

been disabled, and the other with enabled feedback mechanisms.  However, not all of the participating 123 

modelling groups in AQMEII-2 had the computational resources to carry out both non-feedback and 124 

feedback simulations, nor were all groups able to simulate both direct and indirect effect feedbacks.  For 125 

the North American AQMEII simulations, only the group contributing the GEM-MACH model (Moran et 126 

al, 2010), modified here for both aerosol direct and indirect feedbacks, was able to simulate both of the 127 

years 2006 and 2010.  The WRF-CMAQ model was used to generate direct-effect-only feedback 128 

simulations for 2006 and 2010, but no-feedback simulations were only generated for summer periods of 129 

each year.  The WRF-CHEM model with a configuration for both direct and indirect effects was used for 130 

feedback simulations of both years, but no-feedback simulations were only available for this model for a 131 

one-month period and are discussed elsewhere (Wang et al., 2014b).  However, simulations of weather 132 

using the equivalent WRF model  in the absence of feedbacks were used to generate meteorological 133 

simulations  (de facto without feedbacks due to the lack of chemistry in WRF).  These simulations could 134 
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then be used for comparison to the meteorological output of the WRF-CHEM feedback simulations.  For 135 

the EU AQMEII simulations, three WRF-CHEM simulations were compared for the year 2010:   a 136 

version 3.4.1 no-feedback simulation in which all aerosol interactions with meteorology were disabled, a 137 

version 3.4.1 direct-effect-only simulation, and a version 3.4.0 simulation incorporating both direct and 138 

indirect effects.  For the combined direct + indirect effect WRF-CHEM3.4.0 simulation, a WRF-only 139 

simulation was carried out to determine the feedback impacts on meteorology.  The simulations thus 140 

comprise the best currently available model simulations for evaluating the effects of feedbacks – the 141 

choice of modelling platforms was not arbitrary, but dictated by the computational resources of the 142 

contributing research groups. 143 

The underlying meteorological models may have parameterizations to represent aerosol effects, and the 144 

extent to which the parameterizations are used and their construction differs between the models.  A “no-145 

feedback” simulation is therefore not necessarily a “no aerosol” simulation.  GEM-MACH’s no-feedback 146 

mode includes parameterizations for the aerosol direct and indirect effect (the former using latitudinally 147 

varying aerosol optical properties and the latter a simple function of supersaturation, see Table 1).  The 148 

WRF “no-feedback” implementations used here in the WRF-CHEM and WRF-CMAQ models have no 149 

direct effect parameterizations (aerosols treated as zero concentration), and a constant cloud droplet 150 

number of 250 cm-3 was used in place of a cloud condensation nucleus parameterization (Forkel et al, 151 

2012).    Differences between the models’ response to feedbacks are thus also with respect to these pre-152 

existing parameterizations or simplifications, and differences between these approaches may influence the 153 

variation in the models’ response to feedbacks.   154 

All models made use of their native meteorological driving analyses or nudging procedures.  Under the 155 

AQMEII-2 protocol, the simulations were conducted in a stepped fashion.  A meteorological spin-up 156 

period (the length of which was up to the individual participants, usually 12 to 24 hours) during which 157 

only meteorological processes, and no feedbacks, were used to bring the model’s meteorology to a quasi-158 

steady state with regards to cloud processes.  This was followed by a 48 hour simulation of meteorology 159 



7 
 

and chemistry (either with or without feedbacks).  In the subsequent staggered step, a second 160 

meteorology-only spin-up simulation began 12 to 24 hours before the end of the previous chemistry 161 

simulation.  Upon reaching the time corresponding to the end of the previous simulation, the models 162 

would make use of that simulation’s final chemical concentrations, continuing the process forward, with 163 

no-feedback or feedback simulations, for the next 48 hours.  Most of the models used a data-assimilated 164 

meteorological analysis as the meteorological initial conditions for each of the staggered forecasts.  As a 165 

result of this staggered-step procedure, the meteorological portions of the forecasts were not allowed to 166 

“drift” too far from meteorological objective analyses during the course of the simulations – the 167 

differences shown in this paper and Part 2 (Makar et al., 2014) are thus the net effect of feedbacks that 168 

occur over a sequence of 48 hour simulations, with the chemical concentrations generated by the two 169 

simulations being the single ongoing connecting factor between the paired simulations.  The WRF-170 

CMAQ model was run continuously for both 2006 and 2010 with low-strength nudging applied 171 

throughout the duration of the simulation (Hogrefe et al., 2014, this issue). Sensitivity simulations 172 

presented in Hogrefe et al. (2014) showed that nudging helped to improve model performance for 2m 173 

temperature while only slightly reducing the strength of the WRF-CMAQ simulated direct feedback 174 

effect.  The use of native analyses or nudging procedures and the overlapping 48 hour forecasts thus 175 

imply the results shown here are of the highest relevance to synoptic forecasting time-scales, while 176 

providing valuable information for climatological modelling.   177 

The horizontal resolutions of the models varied:  GEM-MACH used 15 km horizontal, WRF-CHEM, 36 178 

km, and WRF-CMAQ 12 km.  The EU WRF-CHEM simulations employed a common horizontal 179 

resolution of 23 km.  Further details on the models and their components may be found in Table 1, and 180 

further description of the models are provided in Campbell et al (2014), and Im et al (2014a,b)).  The 181 

models used in the comparisons performed here were limited to those which had complete or partial no-182 

feedback and feedback simulations for the AQMEII-2 model years; the full suite of AQMEII -2 models 183 

and comparisons to observations are also described in Im et al, (2014a,b). 184 
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The model simulations occurred on the “native” grid projection for each model, but were interpolated for 185 

cross-comparison purposes to common AQMEII latitude-longitude grids with a resolution of 0.25 degrees 186 

for the NA or EU domains, respectively.  For the NA simulations, the native model grids overlapped this 187 

target grid to different degrees, so a common “mask” incorporating the union of all model projections on 188 

the common grid was employed.  For the EU simulations, the different versions of WRF-CHEM were 189 

operated on the same native grid, though comparisons carried out here were conducted using the AQMEII 190 

European grid. 191 

Feedback and non-feedback simulations were compared to each other in two ways.  First, at every hour of 192 

simulation, the spatial variation between feedback and non-feedback model values on the AQMEII grids 193 

were compared using the statistical measures described in Table 2.  This comparison allowed the 194 

identification of seasonal trends in the spatial impact of feedbacks, as well as particular time periods when 195 

these impacts were the strongest.    Second, the model values at each gridpoint were compared across time 196 

(for the entire simulated year and for shorter time periods), allowing the creation of spatial maps of the 197 

impact of feedbacks on the common simulation variables.  These maps help identify the regions where 198 

feedbacks have the largest effect on the simulation outcome.  A comprehensive evaluation of all 199 

AQMEII-2 fully coupled models against meteorological observations occurs elsewhere (Brunner et al, 200 

2014), while here we carry out that comparison with a subset of models, and focus on identifying the 201 

main impacts of the feedbacks on the forecasted meteorology.   202 

1. Comparison of Model Simulations by Time Series 203 

1.1 Temperature 204 

Figure 1 shows the time series of the mean differences (a,b,c) and correlation coefficients (d,e,f)  205 

for each model for the year 2010 for the North American (NA) domain models.  Both the WRF-CHEM 206 

and GEM-MACH models show positive values of the mean difference in winter and negative mean 207 

differences in the summer, and the WRF-CMAQ summer simulations also show negative mean 208 
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differences.  The incorporation of feedbacks increases winter temperatures and decreases summer 209 

temperatures.  Low hourly correlation coefficients across the grid (Figure 1 d,e,f) indicate times when the 210 

feedback and no-feedback models have diverged.  The correlation coefficient in Figure 1 thus show that 211 

the feedbacks have the greatest impact in 2010 from February 15 through March 15, and for a few days 212 

centered on April 20th and May 15th.  The WRF-CMAQ and GEM-MACH models also show the mid-213 

summer period between July 15th and August 15th as being strongly impacted by feedbacks, though to 214 

differing degrees.  The WRF-CMAQ differences are much smaller than the other two models; WRF-215 

CMAQ as implemented here includes only the aerosol direct effect, indicating that the indirect effect may 216 

have a larger impact on temperature forecasts.   217 

Figure 2 shows the time series of the mean differences (a,b) and correlation coefficients (c,d)  for 218 

each European (EU) model for the year 2010.  The aerosol direct effect decreases the mean surface 219 

temperature (Fig. 2(a), red line, always negative), and reaches a maximum perturbation of -0.25C 220 

between July 25th and August 19th.  This time period also shows as a negative spike in the correlation 221 

between feedback and no-feedback simulations for this model (Fig. 2(c)).  During the given time period a 222 

series of intense forest fires took place in western Russia, the emissions from which were included in the 223 

models’ emissions database for the EU simulations.  In contrast, the indirect + direct effect simulation 224 

mean differences (Fig. 2(b)), while also showing a negative value during that time period, are slightly 225 

reduced in magnitude  relative to the direct effect simulation (note that the scales differ between the 226 

figures).  The drop in feedback versus no-feedback correlation coefficient so prominent in the direct-227 

effect-only simulation (Fig. 2(c)) appears to be absent when the indirect effect is also included (Fig. 2(d)).  228 

However, the overall perturbations in the no-feedback to feedback correlation coefficient when the 229 

indirect effect is included are much larger.  The impact of the Russian fires with respect to surface 230 

temperature is larger for the direct effect, but is modified by indirect effect perturbations when the latter is 231 

added.  However, there are other meteorological variables for which the indirect effect, driven by the 232 

Russian fires, has a dominating influence, as will be shown below.     233 
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1.2 Downward flux of shortwave radiation at the surface 234 

The three models’ response of downward surface short-wave radiation towards feedbacks differs, 235 

as shown in Figure 3.  Differences between feedback and non-feedback simulated grid mean values for 236 

GEM-MACH (Fig 3(a)) were both positive and negative over the course of the simulation period (with 237 

the negative changes having the higher magnitudes).  However, for both WRF-CHEM and WRF-CMAQ 238 

(Fig. 3(b,c)), the incorporation of feedbacks resulted in reduced downward shortwave fluxes.  This 239 

difference in response can be explained in the context of the default model options in the absence of 240 

feedbacks.  In GEM-MACH’s non-feedback configuration, aerosol radiative effects are treated through 241 

the use of tables of “typical” aerosol radiative properties (AOD, single scattering albedo and 242 

backscattering ratio).  The mean differences shown for GEM-MACH are differences from these typical 243 

conditions, in addition to showing the effects of feedbacks.  Positive values in Figure 3(a) thus represent 244 

times wherein the feedback aerosols have smaller optical depths than the standard profiles, while negative 245 

values indicate times when the feedback aerosols have greater optical depths than the standard profiles.  246 

For the WRF-CMAQ and WRF-CHEM simulations, aerosol radiative adjustments are only made in the 247 

feedback case (no aerosol radiative effects are assumed in the non-feedback case), hence the impacts on 248 

downward shortwave radiation at the ground are all negative.     All three models show that feedbacks 249 

alter the shortwave radiation travelling towards the ground.  The GEM-MACH simulations suggest that 250 

while the default optical parameters used in the weather forecast model are within the range of positive 251 

and negative variation afforded by explicitly simulated aerosols, there are locally large positive and 252 

negative deviations of the radiative balance relative to this case (feedback-induced variations in hourly 253 

grid mean values of +10 to -50 Wm-2).  The WRF-CHEM and WRF-CMAQ simulations show that the net 254 

effect of the aerosols is to decrease the downward radiative flux (by up to -150 and -12 W m-2, 255 

respectively). 256 

Correlation coefficients (Fig. 3(d,e,f) show a trend similar to that of temperature (Figure 1), with 257 

the summer period from July 15 through August 15th having the greatest impact of feedbacks (i.e. the 258 
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lowest correlation between feedback and non-feedback runs).  Figure 3(g,h,i) shows the extent to which 259 

feedbacks have influenced the hourly spatial variability of the model predictions for temperature, through 260 

calculating the difference in the hourly standard deviation of the model results (Feedback standard 261 

deviation – Non-Feedback standard deviation).  The variability generally increases for GEM-MACH with 262 

the incorporation of feedbacks, while increases and decreases during the year can be seen for WRF-263 

CHEM and the variability always decreases for WRF-CMAQ.  Given that WRF-CMAQ in this 264 

implementation only includes the aerosol direct effect, the increases in variability in surface downward 265 

shortwave radiation with the other two models may relate to the changes in the variability of the location 266 

of clouds (i.e., the aerosol indirect effect). 267 

The prominent feature of the EU direct-effect-only simulation is the Russian fires, which cause a 268 

grid average decrease in the downward flux of -22 Wm-2 (Fig. 4 (a)), and a negative spike in the Feedback 269 

to No-Feedback model to model correlation coefficient (Fig. 4 (c)).  In the simulation incorporating the 270 

direct + indirect effects (Fig. 4 (b,d)), the negative perturbation has decreased to -12 Wm-2, and are offset 271 

by positive perturbations of greater magnitude (Fig. 4 (b)).  These perturbations associated with changes 272 

in cloudiness following the incorporation of the aerosol indirect effect dominate the correlation 273 

coefficient differences in Figure 4 (d)).  The direct effect thus acts to solely reduce the downward 274 

shortwave reaching the surface, while the addition of the indirect effect has the potential to increase it, 275 

and may offset or reverse the decreases associated with the direct effect.  These findings have relevance 276 

towards the study of short-term climate forcers – this competition between direct and indirect effect on 277 

the radiative balance may have a key role on the impact of aerosols on climate. 278 

1.3 Upward flux of shortwave radiation at the surface 279 

For GEM-MACH, the mean difference in surface upward shortwave radiation varies between +5 280 

and -15W m-2, with no pronounced seasonality, while for the other two NA models, the feedback-induced 281 

change in the upward flux is negative, and is higher in the winter than in the summer (WRF-CHEM: up to 282 
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-40Wm-2; WRF-CMAQ:  up to -2.0 Wm-2; Figure 5, (a) - (c)).  The uniform reduction in surface upward 283 

shortwave radiation in the latter two models with the addition of feedbacks probably reflects the absence 284 

of a parameterization for aerosol radiative transfer in the underlying meteorological model; the upward 285 

shortwave flux is reduced in the presence of aerosols, relative to their absence.  The positive and negative 286 

differences for the GEM-MACH model represent the deviations of the grid average aerosol radiative 287 

transfer from the parameterized radiative transfer in the non-feedback simulation.  Of potential interest is 288 

the extent to which feedbacks modify the variability of simulated meteorological variables such as 289 

shortwave radiative fluxes – here, we examine this through the changes in standard deviation of the model 290 

fields at each hour (Fig. 3 (g),(h),(i)).  Changes in standard deviation of the grid-mean upward flux of 291 

shortwave radiation at the surface were mostly positive for GEM-MACH (+5 to -15 Wm-2), negative in 292 

winter and positive in summer for WRF-CHEM (-30 to +35 Wm-2), and always negative for WRF-293 

CMAQ (0 to -1.0 Wm-2, with one -3.5 Wm-2 outlier in the winter, Figure 5(g)-(i)).  The aerosol indirect 294 

effect thus seems to increase the variability of the upward shortwave radiative flux while the direct effect 295 

decreases it, though the seasonality of this change differs between the two models in which it is 296 

incorporated.  These models also show the most negative mean differences in the same period, in the 297 

month of February, 2010. 298 

Figure 6 compares the EU domain mean upward shortwave radiation.  Without feedbacks, the 299 

mean surface upward shortwave has the typical variation with seasonal surface changes (i.e. blue time 300 

series, Fig. 6 (a,b)).  With the introduction of aerosol direct effect changes (Fig. 6 (a), red line), the 301 

upward radiation is reduced, while the further introduction of aerosol indirect effects (Fig. 6 (b), red line)) 302 

the change in upward radiation may be positive or negative.  Linked to the downward radiation (Fig. 4 303 

(b)):  the positive changes represent changes (local decreases) in cloudiness, in turn affecting the amount 304 

of downward shortwave radiation reaching the surface, hence the amount returning upwards thereafter.   305 

The direct effect correlation coefficient (Fig. 6 (c)) once again is dominated by the Russian fire event, and 306 

in the direct + indirect simulation (Fig. 6 (d)), the correlation coefficients are controlled by indirect effect 307 
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changes resulting in larger differences between the simulations than with the direct effect alone, while not 308 

erasing the impact of the fires.  Other low correlation events occur in mid-January and mid-February in 309 

both simulations. 310 

1.4 Upward flux of shortwave radiation at the top of the model 311 

The height of the top of the models varies, hence only the sign of the feedback effects will be 312 

discussed here.  The change in the mean upward flux of shortwave radiation due to feedbacks in GEM-313 

MACH and WRF-CMAQ is predominantly positive:  feedbacks increase the upward flux of shortwave 314 

radiation at the model top (Figure 7 (a-c)).  The correlation coefficients for WRF-CMAQ and GEM-315 

MACH are the lowest in the summer, though WRF-CHEM has relatively little seasonal variation (Fig 316 

7(d-f)).   317 

For the EU, the model-top upward shortwave flux (Figure 8) shows that the influence of 318 

feedbacks is the reverse of that of the upward flux at the surface (Figure 6).  The direct-effect-only 319 

simulation (Fig 8 (a)), shows an increase in the upward shortwave flux, and the addition of the indirect 320 

effect results in occasional slight increases, but predominantly decreases.  Slightly more shortwave energy 321 

is released to space with the aerosol direct effect, and more remains in the system when the indirect effect 322 

is added.  As for all of the EU radiation figures (2, 4, 6, and 8), the largest impact of the feedbacks occurs 323 

during the summer months. 324 

1.5 Planetary Boundary Layer Height 325 

The model correlation coefficients between feedback and non-feedback simulated PBL heights 326 

were lowest in the summer in both years (Figure 9).  The lowest values in correlation coefficient (GEM-327 

MACH: 0.70, WRF-CHEM: 0.20, WRF-CMAQ: 0.96; Figure 9 (a)-(c)) suggest that the aerosol indirect 328 

effect contributes the greater portion of the change in PBL height.  The models responded differently to 329 

feedbacks, with the PBL generally increasing in GEM-MACH, particularly in winter,  and generally 330 

increasing in WRF-CHEM in the summer and decreasing in winter, while decreasing in the WRF-CMAQ 331 
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summer simulation (Figure 9(d)-(f)).  The models incorporating the aerosol indirect effect tended to have 332 

both positive and negative changes in the standard deviation, while the one incorporating only the direct 333 

effect had uniform decreases in standard deviation (Figure 9(g)-(i)).  The aerosol direct effect thus 334 

appears to reduce the variability in the PBL height.   335 

The aerosol direct effect has a more significant impact than the indirect effect on EU planetary 336 

boundary layer height, in contrast to the radiative balance figures discussed above (Figure 10).  The 337 

change in PBL height for both simulations (red lines, Fig. 10 (a,b)) is predominantly towards decreases in 338 

PBL height for both simulations.  Direct effect PBL changes (Fig. 10 (a)) are always negative and, while 339 

small positive changes occur with the addition of the indirect effect, the latter also has an overall negative 340 

offset relative to its no-feedback simulation.  Similarly, the differences in correlation coefficient (Fig. 10 341 

(c,d))) are closer in magnitude for the two simulations than the other EU meteorological variables 342 

analyzed above.  Once again, the Russian fires stand out, as a time of decreased PBL heights and 343 

decreased correlation coefficients. 344 

 1.6 Precipitation 345 

The magnitude of mean precipitation and the difference in mean precipitation is higher in WRF-346 

CHEM than in GEM-MACH or WRF-CMAQ (Figure 11 (a-c)).  The sign of the models’ precipitation 347 

response to feedbacks differs, with GEM-MACH showing mostly increases in precipitation, WRF-CHEM 348 

showing increases and decreases, and WRF-CMAQ showing mostly decreases.  The sign and magnitude 349 

of the change in precipitation is thus highly model-dependent.  The simulations have the lowest 350 

correlation coefficients roughly from July 15th through August 15th (Fig. 11 (d-f)), corresponding to the 351 

time of greatest photochemical production of aerosols.   352 

The aerosol direct effect only EU simulation generally results in precipitation decreases (Fig. 353 

12(a), red line).  Decreases also occur with the addition of the indirect effect, but these are offset by 354 

sporadic increases in precipitation which may be a factor of 2 to 3 larger than the decreases associated 355 
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with the direct effect (Fig. 12(b)).  Both the direct and indirect effects have the biggest impact in the 356 

summer, as shown by the seasonality of the correlation coefficients (Fig. 12(c,d)).  However, the 357 

correlation coefficients are lower on average for the indirect+direct effect simulation (Fig. 12 (d)), despite 358 

the Russian fires having a larger impact in the direct effect simulation for a short time period (Fig. 12(c)), 359 

again suggesting the indirect effect may dominate. 360 

The WRF-CHEM simulations in the NA domain make use of the Chapman et al (2009) implementation 361 

of Abdul-Razzak and Ghan (2002)’s aerosol activation scheme, while the GEM-MACH and EU WRF-362 

CHEM indirect+direct effect simulations also make use of Abdul-Razzak and Ghan (2002).  The WRF-363 

CHEM/NA model implementation seems to be much more sensitive to feedbacks for its precipitation 364 

production than either GEM-MACH or WRF-CHEM/EU, comparing magnitudes of mean differences.  365 

Gong et al (2014) found that the Abdul-Razzak and Ghan scheme is very sensitive to the details of the 366 

implementation; such implementation differences, as well as the particular cloud microphysics algorithm 367 

used, may account for the variation in response seen here. 368 

1.7 Cloud liquid water path 369 

This variable was only available from the GEM-MACH simulation in NA, but is mentioned here 370 

due to the large impacts of feedbacks on that parameter.  With the inclusion of feedbacks, the cloud liquid 371 

water path increased significantly, usually by a factor of two or more (Figure 13 (a)).  As with several 372 

other meteorological variables, the lowest correlation coefficients occur in the summer (Figure 13(b)), 373 

indicating an important seasonality to the feedback effects.  In this model, the inclusion of aerosol direct 374 

and indirect effects results in an increase in the amount of precipitation and in the amount of cloud liquid 375 

water.  The cloud droplet number density in the column also increases significantly, in part due to a low 376 

droplet number density being assumed in the no-feedback model’s original microphysics and the manner 377 

in which aerosol bins are subdivided within model parameterizations.  These effects are examined in 378 

detail in the companion paper by Gong et al (2014). 379 
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The EU cloud liquid water path changes are compared in Figure 14, and may be contrasted with 380 

Figure 13 (liquid water path for North America).  The changes in liquid water path for the EU domain 381 

associated with the direct effect are very small (Fig. 14(a), compare mean value blue line with red mean 382 

difference line).  The incorporation of the aerosol indirect effect (Fig. 14(b)) has resulted in a decrease in 383 

the liquid water path by a factor of 0.7 to 0.3 depending on time of year.  This may be contrasted with the 384 

GEM-MACH simulations of Figure 13, where the cloud liquid water path increased significantly.  385 

Differences in cloud microphysics modules may account for some of these differences:  in the module 386 

used in GEM-MACH (Milbrandt and Yao, date) cloud condensation does not occur until the entire grid-387 

box is saturated.  In the case of WRF-CHEM as implemented here, the default no-feedback model 388 

assumes a constant cloud droplet number in the microphysics scheme.  While some of these differences 389 

are doubtless due to differences in the methodology used in the respective models, it should also be 390 

recalled at this point that the GEM-MACH comparison is between a representative climatological aerosol 391 

indirect effect and a fully coupled indirect effect, while the EU WRF-CHEM result (Fig. 14(b,d)) 392 

represents the difference relative to an atmosphere with no aerosol direct effects and a prescribed cloud 393 

droplet number  The GEM-MACH NA simulation thus suggests the cloud water liquid path will increase 394 

relative to its parameterized aerosol representation, while the WRF-CHEM EU simulation suggests that in 395 

the absence of aerosol indirect effect feedbacks, cloud liquid water path will decrease.  However, these 396 

findings may be heavily influenced by the parameterization choices within the cloud microphysics 397 

schemes used in the no-feedback models and the manner in which aerosols are used to modify those 398 

schemes in the feedback simulations.   At the same time, the differences between the model responses 399 

likely also represents difference in the implementation of indirect effects, in that the climatological “no-400 

feedback” simulation of GEW-MACH (blue line, Fig. 13(a)) has typical average values on the order of 401 

120 m, with feedbacks increasing that by 100m or more, while the WRF-CHEM EU feedback simulations 402 

have typical levels of about 70m, once the feedbacks have been taken into account.  Sensitivity 403 

simulations with the GEM-MACH model (Gong et al., 2014, this volume) show that the cloud properties 404 

of fully coupled models are highly sensitive to the assumptions regarding updraft statistics and aerosol 405 
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size distribution in determining cloud condensation nuclei numbers.  Comparisons between the available 406 

parameterizations and highly time and space resolved cloud studies are needed to evaluate and improve 407 

these parameterizations. 408 

2. Spatial Analysis of Feedbacks 409 

In this section, we analyze the model results over time at each model gridpoint, rather than over space.  410 

The model-to-model comparison statistics are described in Table 2, where N is now the number of hours 411 

of comparison times at each gridpoint, rather than the number of common AQMEII-2 NA or EU 412 

gridpoints used in the time series comparison.  To illustrate the differences, example meteorological 413 

fields’ mean differences and correlation coefficients will be shown to identify the regions with the 414 

greatest impact of feedbacks.  This portion of the analysis pairs NA and EU contour maps of feedback 415 

influences.  The maps were generated for the period July 15th through August 15th , 2010 for the NA 416 

domain, and July 25th through August 19th, 2010 for the EU domain, in order to allow all three models to 417 

be compared for NA, and to focus on the Russian fires period for EU.  418 

2.1 Downward Shortwave Radiation and Temperature 419 

For the meteorological variables, all five models can be compared.  Figure 15 shows the change in mean 420 

downward shortwave radiation and mean surface temperatures for the NA models, with the EU model 421 

differences shown in Figure 16.   422 

GEM-MACH (Figure 15(a)), where the no-feedback simulation includes climatological parameterizations 423 

for aerosol radiative and cloud condensation nucleation, has both increases and decreases, with the 424 

maximum increase between +15 to +25 Wm-2
.along the California/Nevada border, while decreases of up 425 

to -45 Wm-2 take place over the Pacific ocean, Hudson’s Bay, the Atlantic ocean, over large parts of the 426 

provinces of Ontario and Quebec, and at isolated locations in the USA.  These locations likely represent 427 

regions where the aerosol distribution generated by the model is significantly different from the 428 

parameterized aerosols used in the no-feedback GEM-MACH simulation.   WRF-CHEM (Fig. 15 (b), 429 
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direct+indirect effect, no climatological parameterizations), like WRF-CMAQ, also had slight increases 430 

in the center of the continent, but much larger decreases on the western boundary and eastern half of the 431 

domain.  WRF-CMAQ (Fig. 15(c), direct effect, no climatological parameterizations), gave a smaller 432 

dynamic range of radiation differences, predominantly negative, over the western and eastern portions of 433 

the continent, with the largest decreases on the order of -12 W m-2.   434 

Temperature changes over NA show a similar pattern; all models tend towards decreases in temperature, 435 

though the spatial distribution changes; for GEM-MACH (Fig. 15 (b)) the decreases occur over the 436 

eastern half of the shared domain and along the west coast, for WRF-CMAQ (Fig. 15 (f)) the decreases 437 

are patchy over the center of the continent, with increases to the north-west and north-east, and for WRF-438 

CHEM (Fig. 15 (d)) large decreases occur over the western part of the domain, and smaller decreases 439 

over most of the continent, with small increases over Alberta, Montana, Ontario and Quebec. 440 

These meteorological changes (decreases in shortwave radiation and temperature over much of NA) help 441 

explain biogenic isoprene concentration differences noted in Makar et al., (2014) (Part 2):  both radiative 442 

and temperature drivers of isoprene emissions have decreased with the incorporation of feedbacks, 443 

resulting in decreases in isoprene concentrations. 444 

The EU simulations of downward shortwave radiation and surface temperature in Figure 16 both show 445 

the impact of the Russian fires, but this impact is stronger in the direct effect model (Fig. 16 (a,b)) than in 446 

the direct+indirect effect model (Fig. 16 (c,d) – compare scales between (a,c) and (b,d)).  For the direct 447 

effect simulation, the fires result in reductions of up to -80 Wm-2 and -0.8 oC.  In contrast, the 448 

direct+indirect effect simulation (Fig. 16 (c,d) ) shows a relatively minor changes, with decreases of a few 449 

W m-2 and maximum temperature decreases of -0.1 oC.  Both simulations show decreases in downward 450 

shortwave radiation over much of Europe – the indirect+direct effect simulation suggests that these will 451 

be accompanied by temperature increases of up to 0.1 C, while the direct effect causes temperature 452 

decreases.  The implication is that the indirect effect is once again dominating, capable of reversing 453 



19 
 

changes caused by the direct effect, as well as having a substantial impact on the model’s response to 454 

forest fires.   455 

2.2  Planetary Boundary Layer Height 456 

The change in PBL height during the summer period for the models is shown in Figure 17.  In NA (Fig. 457 

17 (a-c), the response of models to the feedbacks varies greatly (the same colour scale is used for all NA 458 

models).  The PBL height generally increases in the GEM-MACH simulation relative to the run with 459 

climatological aerosol effects (Fig. 17 (a)), while the direct effect WRF-CMAQ simulation’s PBL height 460 

slightly decreases (Fig. 17 (b)), and the WRF-CHEM PBL height decreases over most of the domain, 461 

aside from the north-east and north-west parts of the domain, where large increases occurred.  The GEM-462 

MACH changes reflect the local impacts of the model-generated aerosols:  PBL increases significantly 463 

(+10 to +30%) over the northern Great Lakes, Hudson’s Bay, and the California coast.  The WRF-464 

CHEM/NA simulation’s PBL has a sharp delineation between positive and negative changes.  In Europe, 465 

the direct effect only simulation (Fig. 17(d)) shows large decreases (> -30%) in the centre of the Russian 466 

fire region, and relatively smaller changes elsewhere.  The indirect effect model (Fig. 17 (e)) also shows 467 

decreases of (> -30%) for the Russian fires, as well as some regions of PBL height increase (coast of 468 

Iceland, >+30%).  All of the models are thus showing an impact of feedbacks on PBL height, ranging 469 

from +/-3% for the direct effect WRF-CMAQ to +/-30% for the other models.  The emissions from the 470 

Russian fires in the EU simulations have resulted in a significant drop in both direct effect and indirect 471 

effect simulations, implying that the effect there may be dominated by the direct effect, or that the net 472 

impact of the direct and indirect+direct effects is similar.  In contrast, in NA the model employing only 473 

the direct effect (Fig. 17 (b)) has a much lower response of PBL height to feedbacks (compare to Fig.17 474 

(a,c)). 475 

  476 
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2.3  Precipitation 477 

Changes in mean precipitation during the summer periods due to feedbacks are shown in Figure 18.    The 478 

net changes in precipitation across the grid (Figures 11, 12) are very spatially heterogeneous, aside from a 479 

few hot-spots.  In NA (Fig. 18 (a-c), the models combining direct and indirect effects (a,c) have a greater 480 

range in precipitation differences than the direct effect model.  For the EU models, the dynamic range of 481 

local precipitation changes is only slightly larger for the direct+indirect simulation (e) compared to the 482 

direct effect simulation (d).  In Europe, the Russian fires have resulted in a net decrease in precipitation.   483 

2.4  Cloud Liquid Water Path 484 

Changes in the mean cloud liquid water path were available for three models, GEM-MACH, and the two 485 

EU WRF-CHEM simulations, shown in Figure 19.  The direct effect EU simulation (Fig. 19 (b)) shows 486 

the smallest changes, likely associated with shifts in cloud position.  The two direct + indirect feedback 487 

simulations have a much larger response.  For the GEM-MACH simulation (Fig. 19 (a)) cloud liquid 488 

water path predominantly increases.  For the WRF-CHEM simulation (Fig. 19 (c)), cloud liquid water 489 

path decreases.    Both models made use of the Abdul-Razzak and Ghan (2002)  scheme for estimating 490 

aerosol activation, however both this scheme and the cloud microphysics parameterizations which employ 491 

it are sensitive to the details of implementation; these will be updated and improved in future versions of 492 

GEM-MACH (Gong et al, 2014, this issue).   GEM-MACH’s differences reflect changes relative to that 493 

model’s parameterized climatology approach to cloud condensation nucleation – positive values 494 

representing increases relative to the parameterization, negative values representing decreases.   However, 495 

the difference in the dynamic range (maximum-minimum) of the changes between the models (580 gm-3 496 

for GEM-MACH, 300 gm-3 for WRF-CHEM) suggest important differences in implementation, which 497 

should be investigated in future work.  498 

3. Summary of Feedback Effects 499 

The main results of the time series and spatial comparisons are summarized in Table 3 and 4.  500 
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Table 3 shows the lowest hourly spatial correlation coefficient between feedback and no-feedback 501 

simulations for the models studied here, in North America and Europe respectively.  It is apparent from 502 

these values that the feedbacks can at times have a very significant impact on the hourly spatial 503 

distribution of meteorological variables, resulting in relatively low spatial correlations between feedback 504 

and no-feedback simulations.  The correlations are lowest for the precipitation-related variables, reflecting 505 

changes in the spatial pattern of clouds being created by the feedback and no-feedback simulations.  506 

Temporal averages plotted across the continent (Figures 15 through 21) show that the impact of the 507 

feedbacks vary spatially, and are often associated with large sources of emissions. 508 

Table 4 gives the broadest possible summary of the impacts for the different meteorological variables 509 

compared; whether the feedback effects increased or decreased that variable, and seasonality effects, 510 

when the latter are pronounced.  Some common effects may be seen across models and domains.  Those 511 

models which implement only the direct effect feedback had resulting decreases in temperature, surface 512 

downward  and upward shortwave radiation, precipitation, and PBL height, and  increases in upward 513 

shortwave radiation.  The feedback response of the models incorporating both direct and indirect effects 514 

(“D+I” in Table 4) varied with the model and simulation domain, indicating a more complex response 515 

and, possibly, a greater dependence on the manner in which the indirect effect is implemented.  For 516 

example, North American temperatures increased in the winter and decreased in the summer with the 517 

combined direct and indirect effect models, while the European temperatures had the reverse trend.  North 518 

American WRF-CHEM surface downward shortwave radiation decreased, while no trend was noticeable 519 

for the other D+I models.  All D+I models showed no clear trend in in surface upward shortwave 520 

radiation.  The North American D+I model feedbacks increased upward shortwave at the model top; 521 

while this decreased for the European D+I model.  North American D+I precipitation mainly increased 522 

relative to the no-feedback simulation, while in Europe there was less of a trend towards increases.  PBL 523 

height decreased in Europe for the D+I simulation, while decreasing in summer and increasing in winter 524 

for the North American simulations.  The models thus show similar impacts for the direct effect, but for 525 
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the combined direct + indirect effect, the response is much more variable.  A consequent recommendation 526 

of this work is that the details of implementation of the indirect effect across models should be re-527 

examined, for specific short-term case studies.  528 

 529 

4.  Impacts relative to observations.   530 

A detailed analysis of the model generated meteorology for the year 2010 for the NA and EU grids is 531 

presented in Brunner et al, (2014), for those simulations which were carried out over an entire year.  No-532 

feedback annual simulations for North America were not carried out for WRF-CHEM and WRF-CMAQ, 533 

though their feedback simulations were evaluated. Some of the key results of that analysis with regards to 534 

the portion of the AQMEII-2 models participating in this feedback and no-feedback comparison will be 535 

briefly mentioned here (see mean bias Tables 5 and 6, and Figures 20 and 21, and cf. Brunner et al. 536 

(2014) for an overview of performance for all participating AQMEII-2 models).   The magnitudes of the 537 

biases within a given model can be seen by comparing the two GEM-MACH columns in North America 538 

in Table 5, and by comparing the two WRF-CHEM5.4.1 columns of Table 6.  These may be contrasted 539 

with the magnitude of the mean biases reported in the remaining columns of these tables, for the other 540 

models. The differences associated with implementing feedbacks within a given model are usually smaller 541 

than the differences in mean bias between different models or model versions.   This finding is consistent 542 

with those of the chemical analysis portion of this two-part paper (Makar et al, 2014), and  indicates that 543 

the impacts of other model parameterizations may have a larger influence on overall model performance  544 

than feedbacks.  However, within a given model for which both feedback and non-feedback simulations 545 

were available, the use of feedbacks sometimes resulted in significant changes to performance, as is 546 

evidenced by the first two columns of Tables 5 and 6.  The use of feedbacks in the GEM-MACH model 547 

(Table 5, first two columns) reduced the bias of the annual surface pressure, 2 m temperature, and 548 

precipitation, while resulting in a slight increase in the bias of annual wind . The improvements in 549 

precipitation bias are of note (biases reduced by 13%, 20% and 30% going from western to north-eastern 550 
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North America) given that GEM-MACH’s negative precipitation bias was larger than that of the other 551 

models compared here.   It should be noted that the overall negative biases in GEM-MACH precipitation 552 

stem in part from the use of an explicit 2 moment cloud microphysics scheme for a model spatial 553 

resolution of 15km, in the implementation used here.     The spatial pattern of the changes in the mean 554 

annual temperature bias relative to observation in North American (GEM-MACH, direct + indirect effect) 555 

and Europe (WRF-CHEM, direct effect) are shown in Figures 20 and 21, respectively.  The magnitude of 556 

the bias has decreased over most of North America (Figure 20), with the greatest improvements over 557 

western NA, and some increases in bias in the north-central portion of the domain.    Improvements in 2m 558 

temperature biases associated with the inclusion of the direct effect in WRF-CHEM for Europe are shown 559 

in Figure 21; these extend over most of the domain, and are greatest in the industrial and population 560 

centers of Great Britain, France, Germany, Belgium, The Netherlands, Spain and Austria. 561 

For the EU domain (Table 6) there were significant improvements in annual 2m temperature, going from 562 

the WRF-CHEM 5.4.1 no-feedback simulation to the corresponding WRF-CHEM5.4.1 direct-effect only 563 

simulation.    The direct effect had no discernable impact on annual wind speed. The WRF-CHEM 5.4.0 564 

simulation (which included both direct and indirect effects) had the best overall performance for 565 

temperature, but relatively poor performance for wind speed.   566 

These comparisons (see Brunner et al, 2014, for a complete evaluation of all AQMEII-2 models) suggest 567 

that feedbacks have the potential to improve weather forecasts, though the large model-to-model 568 

differences suggest that other details of model implementation may have an effect as significant or larger 569 

than the feedbacks, depending on the meteorological variable being considered.  The feedback effect for 570 

short-term weather forecasts is therefore subtle, but capable of improving model forecasts. 571 

  572 
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Summary and Conclusions 573 

In our Introduction, we posed three questions regarding the effects of feedbacks on forecasts of chemistry 574 

and meteorology.  The impacts on chemistry are discussed in Part 2 (Makar et al, 2014).  We return to the 575 

questions here in the context of meteorological forecasts. 576 

(1) The incorporation of feedbacks results in systematic changes to forecast predictions of 577 

meteorological variables.  Hourly spatial correlation coefficients between feedback and no-578 

feedback simulations for several meteorological variables tend to show the largest near-surface 579 

impacts in the summer.  This corresponds to the time of greatest photochemical activity and 580 

secondary particle formation.   581 

(2) The changes associated with feedbacks vary in both time and space – temporally, the changes are 582 

the most closely associated with summer photochemical production, and with time of high 583 

emissions (such as large forest fires).  Spatially, the regions with the greatest impact of feedbacks 584 

tend to be associated with large emission sources such as the Russian fires, though significant 585 

spatial changes could be observed elsewhere.   Decreases in downward shortwave radiation at the 586 

surface in comparison to no-feedback models lacking climatological aerosols in North America 587 

show the largest decreases in the eastern USA and Canada, corresponding to the regions of 588 

highest anthropogenic particle loading.  Both direct and indirect+direct effect North American 589 

simulations relative to a “no aerosol climatology parameterization” no-feedback state resulted in 590 

decreases of downward shortwave radiation at the surface over most of the domain – the 591 

simulation relative to parameterized aerosol properties showed increases in surface downward 592 

shortwave radiation in the western and Midwestern USA.  Summer 2010 European temperatures 593 

and all other meteorological variables were strongly influenced by the Russian forest fires:  EU 594 

direct-effect only simulations had the largest shortwave decrease (maximum -80 W m-2, 595 

compared to -10 W m-2 for direct+indirect effects).  The EU indirect effect simulation showed 596 

temperature increases (maximum +0.2 oC) over much of Europe, with the largest increases along 597 
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coastal Iceland, Norway, northern Great Britain and Ireland, the mountainous regions of central 598 

and south-west Europe, and the north-west coast of Africa.  Feedbacks were thus shown to result 599 

in both temporal and spatial variations in model forecasts.   600 

(3) The extent to which the models improve or worsen weather forecast results is variable, at the 601 

current stage of feedback model development.  The difference in mean bias resulting from the 602 

incorporation of feedbacks within a given model was found to be smaller than the differences in 603 

mean bias between different models.  However, within a given model, the feedback effects were 604 

sufficiently strong to result in improvements to some meteorological variable biases relative to 605 

observations (improvements in forecasted temperature and precipitation in North America for 606 

direct + indirect effect simulations, and temperature for direct effect simulations within Europe).  607 

The feedback effects may therefore be said to be subtle, given the differences across models, yet 608 

capable of improving model forecasts, even at this early stage in coupled air-pollution / weather 609 

forecast model development.  Further work is clearly needed to improve both the driving model 610 

meteorological parameterizations and the manner in which feedbacks are simulated within the 611 

models.   612 

Models incorporating just the direct effect showed feedback-induced reductions in temperature, surface 613 

downward and upward shortwave radiation, precipitation, and PBL height, and increases in upward 614 

shortwave radiation.  Models making use of both direct and indirect feedbacks had larger variations in 615 

response to feedbacks; for example, both combined effect models in North America showed increases in 616 

summer temperatures and decreases in winter temperatures, while the combined effect model for Europe 617 

showed the opposite seasonal trend.  Some of the variation in model response for the indirect effect may 618 

reside in differences in the no-feedback base case (one model, GEM-MACH, employed simple 619 

parameterizations for aerosol radiative properties and cloud condensation nuclei formation in its no-620 

feedback mode, while the others had a “no aerosol” atmosphere, for the no-feedback simulation).  621 

However, the variation in response suggests that further work comparing the methodologies and 622 



26 
 

parameterizations used to represent the indirect effect should take place, given the variety of response 623 

seen here. 624 

The variation in model response to feedbacks in the combined direct and indirect effect models was the 625 

most pronounced for cloud and precipitation variables.  For example, the GEM-MACH and WRF-626 

CHEM/EU models showed substantial feedback-induced increases in precipitation in both continents, 627 

while the WRF-CHEM/NA model showed decreases in precipitation.  The European simulation cloud 628 

liquid water paths decreasing significantly and the North American cloud liquid water paths increased or 629 

decreased depending on location.  All three models employed the Abdul-Razzak and Ghan (2002) scheme 630 

for cloud condensation nucleation, though the microphysics modules employing the scheme differ in 631 

construction and underlying assumptions.   The precipitation and cloud property responses to feedbacks 632 

were thus shown to be dependent on the details of implementation of both aerosol activation and cloud 633 

microphysics.  These sensitivities are examined elsewhere in this issue (Gong et al, 2014).  A process-634 

oriented cross-comparison of indirect effect implementations, including the microphysics schemes 635 

employed and the extent of aerosol interactions with those schemes,  for shorter-duration test cases, is 636 

therefore recommended for future research. 637 

Our results suggest that the aerosol indirect effect usually dominates over the aerosol direct effect, given 638 

that models incorporating both show feedback-derived changes which are substantially larger than those 639 

of with the direct effect alone (cf. our time series for surface 2m temperature, downward and upward 640 

shortwave radiation at the surface, upward shortwave radiation at the model top, PBL height in North 641 

America, precipitation and cloud liquid water path all show a greater magnitude decreases in correlation 642 

coefficient for models incorporating the indirect effect than direct-effect only models).     The 643 

comparisons also suggest that the direct and indirect effects may sometimes act in competition (c.f. our 644 

EU time series for 2m temperature, surface downward and upward shortwave radiation, model top 645 

upward shortwave radiation, and PBL height, and compare the direction of changes for the same variables 646 
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between NA direct + indirect effect models with the direct effect model).  Studies focused on the 647 

processes by which that competition takes place are recommended for future research.   648 
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Table 1.  Methodologies used in simulating aerosol direct and indirect effects and feedbacks in the suite of models. 
Domain Model  

(AQMEII-2 ID) 

and references 

Direct Effect 

Methodology 

Indirect Effect 

Methodology and 

Cloud Microphysics 

Parameterized 

Clouds 

Aerosol Size 

Representation and 

processes 

Meteorological 

I.C./B.C. 

Land 

Surface 

Model 

PBL Scheme Radiative 

Transfer 

Scheme 

Gas-Phase Chemical 

Mechanism 

Time Period, Data 

available for 

comparisons 

NA GEM-MACH 

1.5.1(CA2, CA2f) 
Moran et al, 2010. 

Mie scattering: 

Bohren and 
Huffman, 1983 

 Milbrandt and Yao, 

2005 (a,b).  No-feedback 
CCN activation: Cohard 

et al , 1998 .  Feedback 

CCN activation:  Abdul-

Razzak and Ghan, 2002).  

Kain and 

Fritsch (1990) 
and Kain (2004) 

Sectional, 12 bins; 

Gong et al, 2003a,b 

15km resolution 

GEM simulations 
(Mailhot et al., 

2006) driven by 

CMC regional 

operational 

analyses (Filion et 

al, 2010) 

ISBA2, Belair 

et al., 2003a,b 

Moistke4:  

Mailhot and 
Benoit, 

(1982); Belair 

et al. (2005) 

Li and 

Barker 
(2005) 

ADOM-II  

(Lurmann et al., 1986) 

2006, 2010, feedback 

and non-feedback. 
Both chemical and 

meteorological 

variables available for 

comparisons  

WRF-CHEM 
3.4.1 (US8) 

Grell et al., 2005, 

Skamarock et al., 
2008, with 

modifications as 

described in Wang 
et al, 2014b 

Fast-Chapman: 
Fast et al., 

2006,  

Chapman et al., 
2009 

 

Chapman et al., 2009, 
Morrison et al., 2009.  

CCN activation: Abdul-

Razzak, 2002.  No 
feedback: constant cloud 

droplet number: 250 cm-

3 

Grell 3D 

scheme (Grell 

and Freitas, 

2013) 

Modal:  MADE3; 
Ackerman et al, 

1998; Grell et al, 

2005 

NCEP FNL 
(1.0°)http://rda.uc

ar.edu/ 

NOAH; Chen 
and Dudhia, 

2001; Ek et 

al, 2003 

YSU (Hong 
et al., 2006).   

RRTMG :  
Clough et 

al (2005) 

CB-V 
(Yarwood et al, 2005) 

2006, 2010 feedback 
simulations, weather-

only simulations. 

Meteorological 
variables available for 

comparisons 

WRF-CMAQ 

5.0.1 (US6) 
Byun and Schere, 

2006; Foley et al, 

2010, Wong et al, 
2012; Appel et al., 

2013 

CMAQ 

Feedback: 
Bohren and 

Huffman, 1998, 

Wong et 
al.,2012 

None; the cloud droplet 

concentration :  250 cm-

3. 

KF2 scheme 

(Kain, 2004) 

AERO6 3-modal; 

Appel et al., 2013 

NCEP NAM 12-

km resolution 
meteorology; 

WRF-CHEM:  

NCEP FNL 1o 
resolution 

analyses 

Xiu and 

Pleim,2001 

ACM2 (Pleim 

2007a,b); 

RRTMG :  

Clough et 
al (2005) 

CB-V-TU 

(Sarwar et al, 2011) 

June 1 to September 1, 

2006; May 1 to 
October 1, 2010.  Both 

chemical and 

meteorological 
variables available for 

comparison.  

EU WRF-CHEM 
3.4.1 

(Feedback: 

SI1,basecase: SI2) 
Grell et al., 2005, 

Skamarock et al., 

2008  

Fast-Chapman 
Fast et al., 

2006, 

Chapman et 
al.,2009 

 

None; the cloud droplet 
concentration :  250 cm-

3. 

Morrison et al. 
2009 

Grell-3D Grell 

and Freitas, 
2013; Grell and 

Dévényi, 2002 

MADE-SORGAM 
(Ackermann et al., 

1998; Schell et al., 

2001) 

ECMWF:  3-
hourly data from 

the ECMWF 

operational 
archive (analysis 

at 00 and 12 UTC 

and the respective 
3/6/9 hour 

forecasts) with the 

spatial resolution 
of 0.25° on 91 

model-levels 

NOAH  
(Chen and 

Dudhia, 

2001), 

YSU (Hong 
et al., 2006) 

Clough et 
al, 2005; 

Iacono et 

al. 2008 

CB-IV-Modified 
(Sauter et al, 2012) 

2010, feedback and 
non-feedback.  Both 

chemistry and 

meteorological models 
available for 

comparison. 

WRF-CHEM 
3.4.0 + 

(New 

experimental 
version based on v 

3.4; IT2)  

Grell et al., 2005, 
Skamarock et al., 

2008 

Direct effects 
simulated 

following Fast 

et al., 2006, 
Chapman et al. 

,2009 

 

Chapman et al. (2009),, 

(Morrison et al., 2009), 

CCN activation: Abdul-

Razzak (2002). No 

feedback: constant cloud 

droplet number: 250 cm-

3 

MADE-VBS aerosol 
scheme (Ahmadov 

et al., 2012 

RACM 
(Stockwell et al, 1997) 

2010, feedback and 
weather-only 

simulation.  

Meteorological 
variables available for 

comparison. 
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Table 2  Statistical measures used to compare Feedback (F) and No-Feedback (NF) simulations 1 

 2 

Statistical 

Measure 

Description Formula 

PCC Pearson Correlation 

Coefficient 
     

             

 

  

 






N

i

N

i

i

N

i

iii

N

i

N

i

i

N

i

iii

N

i

i

N

i

N

i

iii

NFNFNFNFNFFFFN

NFFFNFN

PCC

1 111 11

11 1  

MD Mean Difference 
 




N

i

ii NFF
N

MD
1

1
 

MAD  Mean Absolute 

Difference 



N

i

ii NFF
N

MAD
1

1
 

MSD Mean Square 

Difference  



N

i

ii NFF
N

MSD
1

21
 

Intercept Intercept of 

observations vs. 

model best-fit line 

NFbFa   

NMD  Normalized Mean 

Difference 
 

100

1

1 x

NF

NFF

NMD
N

i

i

N

i

ii











  

NMAD  Normalized Mean 

Absolute Difference 
100

1

1 x

NF

NFF

NMAD
N

i

i

N

i

ii












 

RMSD  Root Mean Square 

Difference  



N

i

ii NFF
N

RMSD
1

21
 

Slope Slope of observations 

vs. model best-fit line    

  












N

i

i

N

i

ii

NFNF

FFNFNF

b

1

2

1  
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STD Standard Deviation 

(Feedback and No-

Feedback) 

   

N

NFNF

N

FF

STD

N

i

ii

N

i

ii 




 1

2

1

2

,  

DSTD Change in standard 

deviation (used to 

compare two model’s 

variability, where F 

and NF are the 

Feedback and No-

Feedback models, 

respectively) 

   

N

NFNF

N

FF

DSTD

N

i

ii

N

i

ii 








 1

2

1

2

 

 3 

Table 3.  Minimum hourly grid correlation coefficients feedback versus no-feedback simulations 4 

Variable NA lowest correlation 
coefficient 

EU lowest correlation 
coefficient 

Surface temperature 0.885 0.974 

Downward shortwave at the 
surface 

0.30 0.65 

Upward shortwave at the 
surface 

0.52 0.61 

Upward shortwave at the model 
top 

0.10 0.60 

PBL Height 0.20 (most >0.60) 0.75 

Precipitation 0.00 0.25 

Cloud Liquid Water Path 0.06  0.30 
 5 

  6 
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Table 4.  Summary of feedback impacts, by variable, model and domain 7 

Variable Model Direct (D), Direct 

+ Indirect (I+D) 

Feedbacks 

implemented 

Domain Impact 

Temperature GEM-MACH D+I NA Winter increases, 

summer decreases WRF-CHEM 

WRF-CHEM D+I EU Summer increases, 

winter decreases 

WRF-CHEM D EU  Decreases 

WRF-CMAQ NA 

Surface 

Downward 

Shortwave 

GEM-MACH D+I NA Increases/decreases 

WRF-CHEM EU 

WRF-CHEM NA Decreases 

WRF-CMAQ D NA Decreases 

WRF-CHEM EU 

Surface Upward 

Shortwave 

GEM-MACH D+I NA Increases/decreases 

WRF-CHEM 

WRF-CHEM EU 

WRF-CMAQ D NA Decreases 

WRF-CHEM EU 

Top Upward 

Shortwave 

GEM-MACH D+I NA Dominantly 

increases WRF-CHEM 

WRF-CMAQ D 

WRF-CHEM D EU 

WRF-CHEM D+I EU Dominantly 

decreases 

Precipitation WRF-CHEM D EU Dominantly 

decreases WRF-CMAQ NA 

GEM-MACH D+I 

 

NA Dominantly 

increases WRF-CHEM EU 

WRF-CHEM NA Increases and 

decreases 

Cloud Liquid 

Water Path 

GEM-MACH D+I NA Increases 

WRF-CHEM EU Decreases 

PBL height GEM-MACH D+I NA Summer decreases, 

winter increases WRF-CHEM 

WRF-CHEM D+I EU Decreases 

WRF-CMAQ D NA Decreases 

WRF-CHEM EU 

 8 

  9 
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Table 5.  Summary of Comparisons to Observations, NA (after Brunner et al, 2014).  Italics indicate best 10 

score, bold face best score between feedback and no-feedback models.  Numbers in brackets refer to 11 

biases within subdomains (NA1/NA2/NA3:  western, south-eastern, and north-eastern NA), other 12 

numbers are averages for the continent 13 

Variable Bias, NA Models 

GEM-MACH 1.5.1 

(no-feedback) 

GEM-MACH 1.5.1 

(direct + indirect 

effect feedback) 

WRF-CMAQ 

5.0.1 (direct effect 

feedback) 

WRF-CHEM 

3.4.1 (direct + 

indirect effect 

feedback) 

Annual Surface 

Pressure (mb) 

-5.1 -5.0 -7.6 -9.0 

Annual 2m 

Temperature (K) 

-0.54 

(-1.7/-0.7/0.0) 
-0.47 

(-1.6/-0.6/0.0) 

0.10 

(-0.4/0.1/-0.1) 

0.89 

(-1.3/-0.8/-1.3) 

Precip (cm) (-0.84/-1.61/-2.91) (-0.73/-1.28/-2.03) (0.10/0.24/-0.21) (0.09/-0.02/-0.19) 

Annual 10 m 

wind speed (ms-1) 

(0.03/0.76/0.64)  (0.06/0.78/0.67) (1.22/0.53/0.92) (0.24/-0.69/0.01) 

 14 

 15 

 16 

 17 

Table 6.  Summary of Comparisons to Observations, EU (after Brunner et al, 2014).  Italics indicate best 18 

score, bold face best score between directly comparable feedback and no-feedback models.  Numbers in 19 

brackets refer to biases within subdomains (EU1/EU2/EU3: north-western Europe, north-eastern Europe 20 

and southern Europe and Turkey).  Other numbers are averages for the continent. 21 

Variable BIAS, EU Models 

WRF-CHEM 3.4.1  

(no-feedback) 

WRF-CHEM 3.4.1 

(direct effect 

feedback) 

WRF-CHEM 3.4.0 

 (direct + indirect effect 

feedback) 

Annual 2m daily mean 

Temperature (K) 

(-0.5/-0.8/-0.9) (-0.5, -0.7, -0.8) (-0.1/-0.4/-0.5) 

Annual 10 m daily 

mean wind speed (ms-1) 

(1.0/1.3/1.2) (1.0/1.3/1.2) (1.4/1.7/1.5) 

 22 

 23 
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 24 

 25 

 26 

Figure 1.  Comparison of hourly grid-mean temperatures, NA domain, 2010 (K).  Upper row: non-feedback mean temperature (blue), mean 27 

difference (feedback – no-feedback) for (a) GEM-MACH (direct + indirect effect), (b) WRF-CHEM (direct + indirect effect), and (c) WRF-28 

CMAQ (direct effect only).  Lower row:  spatial correlation coefficient in temperature at each simulated hour for (d) GEM-MACH, (e) WRF-29 

CHEM, and (f) WRF-CMAQ. 30 
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 31 

Figure 2.  Surface temperature feedback versus no-feedback comparisons for the EU domain, 2010 (K).  (a,b): Hourly mean no-feedback 32 

temperature and mean temperature difference (Feedback – No-Feedback) for (a) WRF-CHEM 5.4.1 (aerosol direct effect only), WRF-CHEM 33 

5.4.0 (direct + indirect effect).  (c,d): Hourly correlation coefficient between Feedback and No-Feedback models for aerosol direct effect (c) and 34 

aerosol direct + indirect effect (d).   35 
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 36 

 37 

 38 

Figure 3.  Comparison of hourly grid-mean downward shortwave radiation at the surface for the NA domain, 2010 (W m-2).  Columns from left to 39 

right are GEM-MACH (direct + indirect effect), WRF-CHEM (direct + indirect effect) and WRF-CMAQ (direct effect only).  Rows from top to 40 

bottom are non-feedback mean & mean difference, correlation coefficient, and non-feedback standard deviation and difference in standard 41 

deviation (feedback – basecase). 42 
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 43 

Figure 4.  Surface downward shortwave flux feedback versus no-feedback comparisons for the EU domain, 2010 (W m-2).  Panels arranged as in 44 

Figure 2.    45 
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 46 

 47 

 48 

Figure 5.  As for Figure 3, for hourly grid-mean upward flux of shortwave radiation at the surface (W m-2). 49 
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 50 

Figure 6.  Surface upward shortwave flux feedback versus no-feedback comparisons for the EU domain, 2010 (W m-2).  Panels arranged as in 51 

Figure 2.    52 
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 53 

 54 

Figure 7.  As for Figure 1, for hourly grid-mean upward shortwave radiation at the model top (W m-2). 55 

 56 
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 57 

Figure 8.  Top-of-model upward shortwave flux feedback versus no-feedback comparisons for the EU domain, 2010 (W m-2).  Panels arranged as 58 

in Figure 2.    59 
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 60 

 61 

Figure 9.  Comparison of hourly grid-mean PBL height, NA domain, 2010 (m).  are GEM-MACH (direct + indirect effect), WRF-CHEM (direct + 62 

indirect effect) and WRF-CMAQ (direct effect only).    Rows from top to bottom are correlation coefficient, non-feedback mean & mean 63 

difference, and non-feedback standard deviation and difference in standard deviation (feedback – basecase). 64 
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 65 

Figure 10.  Planetary Boundary Layer Height feedback versus no-feedback comparisons for the EU domain, 2010 (m).  Panels arranged as in 66 

Figure 2.    67 
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 68 

 69 

 70 

Figure 11.  As for Figure 1, Precipitation (grid average mm h-1).  Note changes in y-axis scales between (a,b,c). 71 

 72 

 73 
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 74 

Figure 12.  Hourly precipitation, feedback versus no-feedback, EU domain, 2010 (grid average mm h-1).  Panels arranged as in Figure 2.    75 
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 76 

 77 

 78 

Figure 13.  Grid-average cloud liquid water path, GEM-MACH (direct + indirect effect) (g m-2).  (a) Mean non-feedback values (blue) and mean 79 

difference (feedback – basecase), (b) Correlation coefficient. 80 



52 
 

 81 

 82 

Figure 14.   Hourly Cloud Liquid Water Path, feedback versus no-feedback, EU domain, 2010 (g m-2).  Panels arranged as in Figure 2.    83 
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 84 

 85 

Figure 15.  Mean differences for the NA domain, summer analysis period, downward shortwave radiation at the surface (a,c,e) (W m-2) and surface 86 

temperature (b,d,f) (K) for GEM-MACH (a,b), WRF-CHEM (c,d), and WRF-CMAQ (e,f).   87 
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 88 

Figure 16.  Comparison of feedback-induced changes in simulated mean hourly downward shortwave radiation (a,c) (W m-2), and surface 89 

temperatures (b,d) (K), July 25th to August 19th, EU domain.  (a,b):  Direct effect only WRF-CHEM.  (c,d):  Direct + Indirect effect WRF-CHEM.  90 

Note changes in colour scale between panels. 91 
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 92 

Figure 17.  Comparison of feedback-induced changes in simulated PBL height (m) for NA (July 15th to August 15th, a,b,c), and EU (d,e).    93 
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 94 

Figure 18. Comparison of feedback-induced changes in simulated average hourly total precipitation for NA (July 15th to August 15th, a,b,c), and 95 

EU (July 25th through August 19th, (d,e) (mm h-1). 96 
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 97 

Figure 19.  Comparison of summer feedback-induced changes in simulated cloud liquid water path (g m-2) for NA (GEM-MACH, (a)), and EU 98 

WRF-CHEM with direct effect (b) and direct + indirect effect (c).  Note change in colour scales between panels. 99 

 100 
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 101 

Figure 20.  Change in magnitude of annual surface temperature mean bias (K) for GEM-MACH simulation (feedback |MB| - no-feedback |MB|), 102 

North American observation sites.   103 

 104 

 105 
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 106 

Figure 21.  Change in magnitude of annual surface temperature mean bias (K) for WRF-CHEM simulation (feedback |MB| - no-feedback |MB|), 107 

European observation sites. 108 


