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TO: Kent Helmer, Connie Hart, U.S. Environmental Protection Agency, Office of Transportation 
and Air Quality (OTAQ) 

 
FROM: Brian Menard, SRA International 
 
DATE:  February 10, 2012 
 
SUBJECT: Peer Review of Assessing the Effect of Five Gasoline Properties on Exhaust Emissions from 

Light-Duty Vehicles certified to Tier-2 Standards (EPAct/V2/E-89: Phase 3) – Part II:  Data 
Analysis and Model Development 

 

1. Background 
 
Past fuel effects models, such as the EPA Predictive Model and EPA’s Complex Model, were based on data 
collected using 1990s-technology cars and trucks meeting Tier 0 and Tier 1 vehicle emission standards at 
pollutant levels an order of magnitude higher than compliance levels for current Tier2 vehicles. With the 
current on-highway fleet turning out much lower-emitting vehicles than in past years, the U.S. Congress, 
the EPA and a variety of stakeholders are interested in generating an updated data set for fuel effects 
models to guide vehicle emissions policy. Further, Section 1506 of the Energy Policy Act (EPAct) of 2005 
directed EPA to generate a more current fuel effects model representing future gasoline vehicle fleet 
emissions. The anti-backsliding studies requested by Section 211(q) and 211(v) of the Clean Air Act would 
benefit from the output of updated fuel effects models. 
 
This report, Assessing the Effect of Five Gasoline Properties on Exhaust Emissions from Light-Duty Vehicles 
certified to Tier-2 Standards (EPAct/V2/E-89: Phase 3) – Part II:  Data Analysis and Model Development 
(EPAct Study Analysis), describes the analysis and modeling of data collected in Phase 3 of the EPAct/V2/E-
89 light duty gasoline vehicle fuel effects study (referred to here as “the EPAct program”, or “Phase 3 of 
the EPAct program”). This study examined the exhaust emission impacts on vehicles of changing levels of 
five fuel properties (ethanol, T50, T90, aromatics, and RVP (specified as DVPE)) in a matrix of 27 gasoline 
fuels, developed to implement an optimal design allowing estimation of 11 effects (5 linear effects, 2 
quadratic effects and four 2-way interactions). The range in the levels of fuel properties tested spans the 
ranges expected in current market fuels and in potential mid-level ethanol blended fuels. The test vehicle 
sample consisted of 15 new 2008 light-duty cars and trucks, selected from among high sales makes and 
models, to provide a representative sample of a fleet of vehicles meeting the U.S. Federal Tier 2 vehicle 
emission standards.  Given the relatively low level of emissions from these vehicles, a number of design 
and procedural steps were undertaken to minimize the impacts of measurement variability and other 
artifacts on data quality.  
 
Vehicle emission test data collected in the program included concentrations and rates for typical regulated 
pollutants on an aggregate (bag) and continuous (second-by-second) basis, plus data for speciated 
emissions for subsets of vehicles and fuels. Complete data was generated for 926 tests, with 30 additional 
tests containing valid measurements for regulated emissions. The analysis of this data focuses on 
producing reduced mixed-effect models by emission bag for the pollutants of interest (nitrogen oxides, 
total hydrocarbon, non-methane organic gases and carbon monoxide) after screening for outliers and 
other data quality issues. Fuel effects models were developed starting with the set of five linear effects and 
the target set of six 2nd-order terms for which the fuel matrix was optimized (total of 11 terms), plus a set 
of additional 2nd-order terms comprising  possible remaining interactive terms (for a total of 16 terms)  and 
evaluating fit parameters for both sets of models. A conservative approach was taken on outlying 
observations, such that statistical parameters outside specified thresholds were generally not sufficient to 
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remove data without identification of an underlying measurement or procedural problem. Relatively few 
outliers were removed on the basis that their values were unrealistically high (limited to four 
measurements, all from the particulate mass emission dataset), but subsets of data representing particular 
vehicles were removed after data quality review suggested some very low-level measurements from these 
vehicles substantially affected by measurement error. Another issue encountered during analysis was 
treatment of non-detects (zero values), which were addressed via use of Tobit regressions (employing the 
PROC LIFEREG procedure in SAS). 
 
The primary objective of this program is to generate data to produce models with good predictive abilities 
for vehicles and fuels beyond those specifically tested in this program. Thus, minimizing retention of terms 
that are based largely on measurement or design artifact or are otherwise overfit to these vehicles and 
fuels is a concern. 
 
EPA sought an expert peer review of the EPAct Study Analysis, including reviewers’ opinion on the 
appropriateness of the statistical techniques described in the report and their appropriateness in the 
context of data accuracy/quality issues.  This report documents the peer review.  Section 2 of this 
memorandum describes the process for selecting reviewers, administering the review process, and closing 
the peer review.  Section 3 summarizes reviewer comments according to the series of specific questions 
set forth in the peer review charge.  The appendices to the memorandum contain the peer reviewers’ 
resumes, completed conflict of interest and bias questionnaires for each reviewer, and the peer review 
charge letter.     
 

2. Description of Review Process 
 
In October 2011, OTAQ contacted SRA International to facilitate the peer review of the EPAct Study 
Analysis.  EPA provided SRA with a list of subject matter experts from academia, consulting, and industry to 
serve as a starting point for identification of peer reviewer candidates.  SRA selected three independent (as 
defined in Sections 1.2.6 and 1.2.7 of EPA’s Peer Review Handbook, Third Edition) subject matter experts to 
conduct the requested reviews.  SRA selected subject matter experts familiar with statistical analysis and 
vehicle emissions.  To ensure the independence and impartiality of the peer review, SRA was solely 
responsible for selecting the peer review panel.  Appendix A of this report contains the resumes of the 
three peer reviewers.  A crucial element in selecting peer reviewers was to determine whether reviewers 
had any actual or perceived conflicts of interest or bias that might prevent them from conducting a fair and 
impartial review of the EPAct Study Analysis.  SRA required each reviewer to complete and sign a conflict of 
interest and bias questionnaire.  Appendix B of this report contains an explanation of the process and 
standards for judging conflict and bias along with copies of each reviewer’s signed questionnaire.  
 
SRA provided the reviewers a copy of the most recent version of the EPAct Study Analysis as well as the 
peer review charge containing specific questions EPA asked the reviewers to address.  Appendix C of this 
report contains the memo to reviewers from SRA with the peer review charge. 
  
SRA delivered the final review comments to EPA by the requested date.  These reviews, contained in 
Appendix D of this report, include the reviewers’ response to the specific charge questions and any 
additional comments they might have had. 
 

3. Compilation of Review Comments 
 
The EPAct Study Analysis was reviewed by Dr. Xuming He (University of Michigan), Dr. Christian Lindhjem 
(ENVIRON), and Mr. Brian West (Oak Ridge National Laboratory).  Appendix A contains detailed resumes 
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for each of the reviewers.  This section is a compilation of their comments.  The comments have been 
categorized as specific, general, and editorial.  All textual edits and corrections provided by the three 
reviewers are indicated in bold type.  The reviewers’ complete comments may be found in Appendix D.   
 

3.1 Specific Technical Comments 
 
The reviewers provided a significant number of specific technical comments and were generally favorable 
in their reviews of the technical and statistical aspects of the EPAct Study Analysis.  This section contains 
their comments and is divided into those that specifically address either questions or requests contained in 
the peer review charge and additional technical comments that reviewers chose to provide. 
 

3.1.1 Charge Questions & Requests for Comment 
 
In addition to encouraging reviewers to best apply their particular area(s) of expertise to review the overall 
study, EPA drafted six questions or requests for comment to serve as a focus for the reviewers.  These 
were included in the peer review charge provided to the reviewers.  In varying degree, the three reviewers 
provided direct responses to the questions or requests for comments.  
 

1. Was the process of imputation of NMOG/NMHC results for tests/bags with missing speciation 
data reasonable and statistically sound?  (Section 2.2) 
 

He:   Due to the speciation schedule described in Section 2.2 of the report, most tests in the dataset do 
not have alcohol and carbonyl measurements for bags 2 and 3. As NMOG and NMHC are 
calculated emission results that use speciation data, they could not be computed for the portions 
of the dataset without speciation. The study used imputation based on an alternate measure of 
hydrocarbon emissions to fill in the missing values. Linear location-scale-type models were used to 
imputation with special substitution of value zero for small NMOG. The report made a convincing 
case that the models used for imputation fit the data well, and should result in small errors and 
variability due to imputation.  
 
It seems that the imputed values were deterministic in the study given the variables xNMHC in 
Equations 8-11. If so, statistical variability could be under-reported in the subsequent studies. One 
approach to recommend here is to use multiple imputations to account for the variability. Based 
on the descriptions in the report, I do not think that the additional variability due to imputation 
would be a significant factor, but I would prefer to see a more explicit discussion and examination 
of this issue in the study.  
 

Lindhjem:  For example, this statement on Page 36 (“The alternate measure “NMHC as measured by 
FID” (NMHCFID), was collected for the entire dataset, and it very tightly correlated with both 

NMOG and “true” NMHC. It is thus possible to estimate NMOG and NMHC results for tests 
without speciation by using correlations generated from those with speciation. This technique 
essentially estimates the offset between the response of the FID and the fully characterized 
emission stream, due to the incomplete measurement of oxygenates by the FID. For NMOG, this 
estimated value is typically between 2‐20% higher than the NMHCFID measurement, depending 

on emission bag and fuel ethanol level.”) refers to an apparently unique measurement NMHCFID 
and data handling approach, and it would be useful to understand this measurement in order to 
understand the validity of this statement. The correlation (described in section 3.2 Imputation 
of Speciated Hydrocarbons (NMOG, NMHC)) of NMHCFID to NMOG and NMHC appears to 

indicate that fuel ethanol level has no effect on this correlation (same slope for all levels of 
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ethanol, Tables 10, 11 & 13, 14) for Bag 2 and 3, but an ethanol slope term for Bag 1. Yet, the 
correlations of acetaldehyde, formaldehyde, and ethanol in Table 82 for Bag 2 demonstrate 
ethanol still increases these oxygenated species and so should increase NMOG (consisting 
usually of NMHC + oxygenated carbon). Perhaps there is something unique about this NMHCFID 
measurement that allows oxygenated species to be measured at some level. However, the 
approach to correlating NMOG and NMHC with NMHCFID appears inconsistent for Bags 2 and 3 

compared to Bag 1. 
 

West:   Estimating NMOG from available NMHC appears reasonable and is consistent with what was done 
in the DOE V4 program (ORNL/TM-2011/234 and ORNL/TM-2011/461). For a given ethanol level, 
NMOG emissions have been shown to be a linear function of NMHC emissions. 
 

2. Was the decision to remove very low emitting and influential vehicles from the NOx and NMOG 
analyses reasonable?  (Sections 5.5 and 6.1) 
 

He:   Modifying or removing outliers and influential observations could raise questions about the 
validity of a study, especially when ad hoc decisions are made after the data are collected and 
examined. The report paid serious attention to data quality, and described how outliers and 
influential observations were identified.  
 
At the end of Section 5.2, it was mentioned that Run 6281 in Bag 3 was removed even though it 
was not flagged as influential. The specific reason for this decision was lacking in the report.  
 

West:   These discussions were largely reasonable and convincing; however one case (run 6281) was not 
explained. 
 

3. Please comment on the use of the “design set” of 11 terms as the basis of the final models, 
versus allowing model to fit all 17 terms, including the adequacy of the justification of this 
decision.  (Section 7) 
 

He:   Table 36 report(s) correlation coefficients between the linear-effects and the additional terms 
(interactions). I would suggest including the canonical correlation between the set of linear-effects 
and the set of interactions. This would assess linearity beyond pairwise correlations. The 
considerations and justifications on finding final models (Section 7.2) were reasonable and well 
thought-out. Because some subjectivity was involved in the final model selections, it is hard for me 
to tell whether each detailed review and scrutiny reported in Section 7.3 is “optimal”. On the other 
hand, there is no single model that is likely to be the best. In reality, it is generally the case that 
several models are (almost) equally good given the limited amount of data, and the final selection 
can be made with some subjectivity. The analyses given in Section 7.3 appear reasonable. 
 

Lindhjem:  The approach to modeling is well considered given the low emissions rates of these vehicles and 
the relatively small fuel effects, often below normal detection limits. It was apparent that the 
iterative process using not only novel statistical techniques (compared with other fuel effects 
evaluations), but an understanding of the testing limitations (low emission rates coupled with 
detection limits) was a necessary method to determine relevant fuel parameters to include in the 
evaluation. 
 
I agree with the approach of limiting the number of statistically fit terms (especially the second 
order terms) to only those that assist in explaining the fuel effects. Perhaps the discussion of the 
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magnitude of the residuals could further highlight the lack of impact of terms that have been 
dropped from the correlations such as in Figure 70, where a trend may exist, but is relatively 
small in magnitude. 
 
The overall statistical approach is sound using several methods to discover and systematically 
eliminate terms. The approach to identify influential data used appropriate physical (investigate 
detection limits and other laboratory variables) and statistical (significance level, BIC, and residual 
evaluation) methods to eliminate or keep data. 
 

West:   This approach seems reasonable based on the discussion. 
 

4. Comment on the use of the Tobit regression (SAS PROC LIFEREG) for modeling datasets with 
large numbers of censored values.  (Section 5.3) 
 

He:   I think that the use of left-censored models and the Tobit regression is appropriate. My only 
question here is why the same approach is not taken for cases with light censoring.  

 
I believe that the decision to use left-censored models in the study is appropriate. This allows 
linear models to remain valid for the data with left end points. Such practices have been used in 
the statistics and econometrics literature. There are, however, several minor issues to deal with.  
 
(a) In Section 5.2, censored measurements were replaced by the minimum positive value 

measured for the emission and bag. This substitution has the potential to lower the variance 
estimate of the statistical models, unless censoring is taken into account in the variance 
estimates. If the error variance estimates are deflated, we would see higher “studentized 
residuals”, resulting in false positives in outlier detection. The issue needs to be carefully 
examined.  

(b) In the analysis of Section 5.3.1, a distinction was made between light censoring and severe 
censoring. In the case of severe censoring, the Tobit regression was used in the data analysis. 
Otherwise, the censored values were substituted. I do not see good reasons for handling the 
two scenarios differently. Why not use the Tobit regression in all cases? The current practice 
would raise a question about the stability and sensitivity of the results if one more or one 
fewer data point is censored.  

(c) In Section 5.3.2, both BIC (model selection criterion) and likelihood ratio tests were described 
and used. Although both approaches are valid and useful, they have different goals in mind. 
Model selection based on BIC is to choose models, treating all competing models equally. The 
chi-square tests have a null hypothesis in mind, where the null hypothesis refers to the smaller 
models in the present analysis. Test decisions are designed to protect the null hypothesis, so 
the competing models are not treated equally. When both approaches are used, one needs to 
be clear how they work together, and what are to be achieved. I do not imply that anything 
has gone wrong here, but this part of the analysis needs to be made clearer as to why one 
cannot simply use BIC. 

 
West:   This approach seems reasonable, although I would like to see “large” and “small” censoring levels 

explained further. Censoring of less than 5 values is considered small. Why? With over 900 
datapoints, could the limit be set at a higher number? Please explain. 

5. Comment on the decision to independently model the linear terms and interactions between 
fuel blends as presented in the final results? 
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He:   Table 36 report(s) correlation coefficients between the linear-effects and the additional terms 
(interactions). I would suggest including the canonical correlation between the set of linear-effects 
and the set of interactions. This would assess linearity beyond pairwise correlations. The 
considerations and justifications on finding final models (Section 7.2) were reasonable and well 
thought-out. Because some subjectivity was involved in the final model selections, it is hard for me 
to tell whether each detailed review and scrutiny reported in Section 7.3 is “optimal”. On the other 
hand, there is no single model that is likely to be the best. In reality, it is generally the case that 
several models are (almost) equally good given the limited amount of data, and the final selection 
can be made with some subjectivity. The analyses given in Section 7.3 appear reasonable. 
 

Lindhjem:   
 
Statement (p. 9) “The analysis involved ongoing and iterative interaction between statistical 
modeling and additional physical and chemical review of the data.” Page 23 “The final design is the 
result of an iterative process involving interactions between research goals, the feasibility of fuel 
blending, and experimental design.” 
 
Comment The term “interaction” should refer only to statistically fitted second order terms 
where fuel parameters are mixed, such as ZZea , to represent the second order ethanol x 

aromatics term. The statement above appears to use “interaction” in a different context and so is 
confusing. EPA should also search all other uses of “interaction” to ensure that there is no 
confusion. 
 
Statement (p. 13) “Note that this generalization does not account for the effect of interactions 
between RVP and other properties, which are in some cases larger than the underlying linear 
effects.” 
 
Comment I see only two RVP interacting terms affecting only running THC (not NMOG or NMHC) 
and start CO, and this statement only appears to be true for the CO start emissions. I would 
suggest either stating this more plainly or striking the comment. Or does this line refer to fuel 
properties that are affected when RVP is modified? For example, reduced T50 or diluted aromatics 
occur when lighter compounds are added to increase RVP; then this statement would be true for 
the other fuel properties than just for RVP. 
 

West:   This approach seems reasonable based on the discussion. 
 

6. Please comment on the methods used to select reduced models.  (Section 5)  
 

He:    Table 36 report (s) correlation coefficients between the linear-effects and the additional terms 
(interactions). I would suggest including the canonical correlation between the set of linear-effects 
and the set of interactions. This would assess linearity beyond pairwise correlations. The 
considerations and justifications on finding final models (Section 7.2) were reasonable and well 
thought-out. Because some subjectivity was involved in the final model selections, it is hard for me 
to tell whether each detailed review and scrutiny reported in Section 7.3 is “optimal”. On the other 
hand, there is no single model that is likely to be the best. In reality, it is generally the case that 
several models are (almost) equally good given the limited amount of data, and the final selection 
can be made with some subjectivity. The analyses given in Section 7.3 appear reasonable. 
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West:    This discussion was convincing, although I am not an expert in this area. I understand that reduced 
models have lower likelihood of the models describing the random error rather than the 
underlying fuel effects. 
 
3.1.2 Other Specific Technical Comments 

 
All of the reviewers provided specific technical comments in addition to their responses to the specific 
questions in the peer review charge. 

 
He:   I have some additional suggestions, some of which might be useful for future studies. First, if a 

similar study is planned in the future, it would be better to construct specific criteria for removing 
outliers prior to data collection. This would eliminate questions about biased interference in the 
data processing stage. Second, when imputation is used, more careful procedures should be in 
place to account for variability due to imputation. Multiple imputation is a common approach to 
take. Third, some sensitivity analysis using robust statistical methods can be performed to 
understand the effects of outlying/influential points and their handling on the final analysis. Most 
statistical techniques, including linear mixed models and the Tobit regression used in this study, 
are based on the assumption of Gaussian errors. Robust statistical methods can help us 
understand the impact of non-Gaussian errors. 

 
Lindhjem:   
 

[1] The fuel properties in testing matrix used in the evaluation are in two respects quite 
different from previous studies. The higher levels of ethanol, up to 20%, are beyond what any 
previous study has considered. Also, the lack of olefins evaluation data eliminated one fuel 
parameter that was found to have a significant effect on emissions in previous studies. 
 
[2] One issue to be determined is how EPA or others will choose to extend the fuel property 
relationships developed in this report to the general fleet, such as in MOVES. Because vehicles will 
naturally age and may respond differently to fuel properties, these relationships may not continue 
to hold true. These higher emitting vehicles could potentially contribute to the emissions 
inventories out of proportion to their numbers. Care should be taken when extending the fuel 
effects to other vehicles, whether aged late model light‐duty or heavy‐duty gasoline powered 
vehicles. 
 

[3]  Statement (p. 181) “14 The typical hydrocarbon analyzer used for emission testing uses a flame 
ionization detector (FID), which is calibrated to accurately count carbon atoms that are bonded to 
hydrogen. Carbons bonded to oxygen, which occur in carbonyl and alcohol emissions from burning 
ethanol fuels, are not accurately counted by the FID, and thus emissions from ethanol fuels require 
additional characterization methods to properly quantify as NMOG or VOC.” 
 
Comment This statement is generally, but not strictly, accurate in that most FID units are calibrated 
on propane, and the hydrocarbon measurement assumes that all carbons in the sample respond 
the same as the carbon atoms in propane. Hydrocarbons do not necessarily respond identically as 
propane carbon atoms do, but carbons bound to oxygen respond at a rate order(s) of magnitude 
lower. The error for most hydrocarbons has been considered insignificant. The response to 
oxygenate carbons has been historically considered to be insignificant compared with other 
hydrocarbons in the sample, so carbonyl and alcohol compounds determined through alternative 
methods are added to the NMHC weight measure as the weight of single carbon aldehyde 
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(formaldehyde) and alcohol (methanol). The different composition of hydrocarbons and any FID 
response to oxygen‐bound carbon influence the NMHC measurement, but those influences are 
considered minor. With lower emission rates of these newer vehicles, these assumptions may not 
be as appropriate as for older vehicle designs with higher emission rates. In addition, does the 
‘typical hydrocarbon analyzer’ differ from the NMHCFID measurement that needs to be correlated 

with NMHC before the statistically modeling proceeds? 
 
[4] “8.2.2.4 Vapor Pressure” (p. 182) 
 
Comment I found this section description (and others that rationalize the effect modeled) more of 
an unsatisfying hand waving exercise to justify what the data was telling. If indeed the older 
studies and this most recent evaluation are to be believed, then the modeled effect may be 
temperature dependent when at high temperature the feedback of vapors to the engine may 
affect the emissions opposite to that modeled here. The suggestion is to limit the speculation to 
the results of the analysis presented and note other references if the effect found needs to be 
justified. 

 

West:   
 
[1] In Section 7, mean residuals are plotted, presumably to demonstrate the quality of the models. 
It would be interesting to see range bars on the data points to show the range of individual 
residuals. 
 
[2] (p. 9) This approach was followed for several reasons: (1) the candidate fuel effected identified 
for study were selected because we anticipated that they could be important for one or more 
emissions.  Not clear.  Candidate fuels?  Or candidate fuel effects? 
 
[3] (p. 13) Ethanol:  taken in isolation, the models indicate that increasing ethanol is associated 
with  increases in all emissions, both for cold-start and hot-running emissions. The sole exception 
to the pattern is CO, for which the response to fuel properties appears to change between start 
and running. The effects are strongest for PM, NOx and NMOG, although presumably, the 
underlying physical processes could vary.  Interestingly not consistent with V1 (ORNL/TM-
2008/117) or V4 (ORNL/TM-2008/234).  Increasing ethanol (in splash blends with certification 
gasoline) decreased NMHC and THC (FID_HC), while NMOG was relatively flat.  Ethanol and 
acetaldehyde increased, of course.  V1 used LA92 but V4 used FTp. 
 
[4] (p. 36) For these reasons, the decision was made not to replace zeros in the dilute bag dataset 
with integrated continuous measurements.  Agree with this decision. 
 
[5] (p. 50) At the outset, it is helpful to get an overview of the raw results, sorted by vehicle and 
fuel, which gives an initial impression of variability among vehicles and fuels, as well as within 
vehicles.  Agreed.  Also would be helpful to show variability of individual vehicles on individual 
fuels. 
 
[6] (p. 51) In the plot for etOH×T50 (Figure 18), the view seems to indicate an upward trend from 
E0 through E20, but with some downward curvature above E10.  Show all data?  How much 
scatter is there in NOx for these cases? 
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[7] (p. 52) At first glance, the trend appears to “zig-zag,” from low to high.  Test to test variation of 
Bag 1 NOx in V1 study (LA92 cycle) ranged from 10% to over 100% (same veh, same fuel). 
In V4 program (FTP, not LA92), range of weighted composite NOx approached 100% in some 
cases.  How do you ensure that coincidental test-to-test variation is not erroneously attributed to 
a fuel effect? 

 
[8] (p. 76) The Linear Effects plot for ethanol shows some mixed results (Figure 33), but with an 
apparent increase from 0% to 10% ethanol, followed by a leveling or decline at higher ethanol 
levels.  Decline would be expectation.  Increase from E0 to E10 is odd. 
 
[9] (p. 93) In this initial step, censored measurements were replaced with the minimum positive 
value measured for the emission and bag.   Minimum across all vehicles and fuels? 
 
[10] (p. 96) For minimal levels of censoring, defined as five or fewer censored measurements 
(ncensored ≤ 5), we elected to substitute the minimum positive measured value for the missing 
measurements.  After substitution we fit mixed models as described above.  N<5 seems 
reasonable if Total number of samples is large.   Suggest noting Ntotal here.  Why 5? That is, 
why not 4 or 6 or 10?  Is 5 arbitrary or is there a citable reference to why 5? 
 
[11] (p. 100) In this case, the BIC declines steadily as terms are removed, indicating an 
improvement in fit for each successive reduced model.   Declining steadily by 0.1 to 0.2% does not 
seem significant or important.  Is the improvement cited below truly due to the simpler model?  
Perhaps, but is the BIC really an accurate indicator? 
 
[12] (p. 101) Table 20.  Model Fitting History for PM, Bag 1 (FM9 selected as best-fit model).  Is the 
sensitivity of BIC such that there is a significant difference between 2862 and 2867?  Six 
significant figures and 0.1% change in BIC does not seem important.  If this is important or 
significant, it should be explained. Perhaps the important point is that BIC is NOT INCREASING as 
the model is simplified, thus justifying the simpler model? 
 
[13] (p. 120) In this program, dilution air was HEPA-filtered and presumed to be free of PM, so 
there was no background filter sample collected for later subtraction as is typical with other 
emissions.  Why no tunnel blanks to prove this assumption? 
 
[14] (p. 120) Discussion with EPA staff experienced with PM measurement suggests that for the 
data as collected in this program a variability of ±1 μg should be applied to all filter weights.  
Considering that the net PM result is calculated by subtracting two filter weights (average dirty 
minus average clean), it should be understood to have a variability range of ±2 μg, as the 
measurement error applies to both weights.  Therefore, a net weight gain of 10 μg would have a 
relative error of 20% associated with it, a figure of the same order of magnitude as the fuel effects 
this program attempts to capture.  Need to cite reference(s) or present data to establish this level 
of error.  For example 2005-01-0193. 
 
[15] (p. 149) Interaction plots for selected terms are shown in Figure .  Y axis title is “mean 
measurement.”  Isn’t this a modeled result, not a measured result?   
 
[16] (p. 149) Another way of viewing the interactions is to average and plot the residuals of the 
linear effects model.  Compare modeled results to measured results.  Mean is good, but would 
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also be nice to see the range of residuals.  Mean can be close to zero, but how much variation is 
there? (average of + 20 and -20 is zero). 
 
[17] (p. 161) Figure 69.  NOx (Bag 1): Mean Residuals for the Linear Effects Model, vs. Target Fuel 
Properties for four pairs of terms: (a) Ethanol × Aromatics, (b) Aromatics ethanol, (c) Aromatics × 
T90, (d) T90×Aromatics, (e) RVP × T90, (f) T90 × RVP, (g) ethanol × T50, (h) T50 × etOH.  Same 
comment as above.  Mean residuals look good.  What is range of individual residuals?  Perhaps 
add error bars to show min and max or perhaps interquartile range of residuals? 
 
[18] (p. 178) This question does not arise in the context of model application, but rather with 
respect to model validation, in that the datasets available for validation include data that 
represent emissions from pre Tier-2 vehicles.  Such as the DOE V1 and/or V4 datasets?  Have the 
models been compared/validated against V1 or V4 data?  Note that V1 used splash blends and 
ran the LA92 cycle.  V4 tests also used splash blends but ran the FTP. 
 
[19] (pp. 180-81) Thus, despite much lower overall emission levels that have been achieved in Tier 
2 vehicles through improved fuel control and catalyst efficiency, the effect of ethanol on 
combustion and aftertreatment(?) appears to persist in certain modes of operation such as cold-
starts and transients during warmed-up operation.  Effect of ethanol on NOx emissions may be 
related to exhaust stoichiometry and catalyst efficiency more so than (or in addition to) changes 
in engine-out NOx.   
 
[20] (p. 181) (Should we address effect on THC/NMHC as well?)  Yes.  Note that NMOG in V4 was 
not affected by ethanol, but FID_HC and NMHC decreased (with splash blends). 
 
[21] (p. 181) In the present study NMOG decreased with decreasing aromatics content, in 
agreement with earlier studies.  Or increased with increasing aromatics… 
 
[22] (p. 199) With respect to censoring, the following rule was applied.  If the number of censored 
measurements was ≤ 5, we substituted the smallest measured positive value for the missing 
values, and proceeded with model fitting, using a mixed-model approach.  Why 5?  Why not 4 or 6 
or 10?  Explain. 
 
[23] (p. 199) However, if the number of censored measurements was > 5, we fit a model using 
Tobit regression (i.e., “censored normal regression”), an established technique for analysis of left-
censored datasets.  Ditto.  What is significance of 5? 
 
[24] (p. 203) Based on these results, the reduced model FM7 was selected as the best fit.  As noted 
in previous BIC discussion, do small variations in BIC truly indicate a difference in fit?  FM5, FM6, 
and FM7 all have similar BIC. 

 

3.2 General Comments 
 
The reviewers provided general comments on the EPAct Study Analysis.  Among these general comments 
were evaluations of the report’s strengths, suggestions for improving and strengthening certain of its 
elements, and queries for further information. 
 
He:  Overall, I found the study well designed and carefully analyzed with generally accepted modern 

statistical tools. My comments will focus on the appropriateness of the data processing and 
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statistical techniques described in the report, with the purpose of improving the EPAct Study 
Analysis. 
 

Lindhjem:   

 

[1] The report . . . presents a well‐documented approach to estimating the effect that gasoline 
fuel properties have on late model vehicle emissions. In general, the approach to evaluating the 
data is equal to or more robust than previous efforts, such as the complex and predictive models 
or other fuel effects studies. 
 
[2] I was unable to find the earlier reports “EPAct/V2/E‐89” referenced in the document, 
presumably “Assessing the Effect of Five Gasoline Properties on Exhaust Emissions from Light‐ 
Duty Vehicles certified to Tier‐2 Standards: Part I ‐ Study Design and Execution 
(EPAct/V2/E‐89Test Program Final Report)”. This report likely describes in better detail why the 
fuel blending program could not produce an orthogonal fuel matrix. Likewise, questions about 
the measurement, vehicle conditioning, and other issues are not addressed in Part II. This makes 
it difficult to assess the relevance of the modeling. 
 

West:   
 

[1] The report is long and contains tremendous detail regarding the statistics and modeling 
approaches used in analysis of the EPAct/V2 data from the SwRI program. Considering its length 
and the technical detail, the report is well written and well organized.  
 
[2] This reviewer has over 20 years experience in engine, emissions, and vehicle testing, but limited 
experience with many of the statistical methods and modeling approaches described. To the 
extent possible in the short time available, methods and terms were researched and explored 
while reviewing the EPA document. Explanations and approaches appear largely reasonable. Some 
specific questions are noted in comments in the report. For example, the Bayesian Information 
Criterion (BIC) is used to determine goodness of fit. In one example, the BIC for the full model 
starts out at >2900 and decreases by 0.1-0.2% for subsequent reduced models. The discussion 
refers to “a steady decrease” in BIC. The reviewer suggests the significance of such a small change 
in BIC be discussed further. While the reduction in BIC appears insignificant, the fact that BIC is not 
increasing is perhaps the justification to use the reduced model (sec. 5.3.2). 
 
[3] The authors appear to have taken great care to ensure that models are as representative as 
possible, and to avoid overly complex models or overfitting. The handling of “nondetects” appears 
reasonable. There is rigorous treatment and discussion surrounding background measurements, 
analyzer drift, limits of quantitation, censoring of data, etc. Nonetheless, the complexity of the 
problem makes it difficult to see whether all of the objectives were achieved or rather that some 
of the apparent results are any more than artifacts of an intricate math problem. As an example, 
all emissions data are shown by vehicle and include all tests on all fuels, to show the range of 
measurements for a given pollutant, by vehicle. These are very informative charts. However, no 
data are shown to demonstrate the test-to-test repeatability for a given vehicle with a given fuel. 
Several figures (such as Figures 13-21) show averages, but would be more informative if range bars 
were shown to indicate max and min or perhaps interquartile range, or perhaps scatterplots with 
all data points. 
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[4] Authors discuss taking care to not overfit or model random scatter (which is good), in fact 
stating that the Bag 3 models may be more vulnerable to measurement error due to the extremely 
low emissions, and opting not to report model coefficients for Bag 3 results. The reviewer agrees 
with and commends this decision. Handling of extremely low measurements is difficult, and the 
authors discuss this issue extensively and convincingly. However, when it comes to the PM 
emissions measurement, there could be additional discussion and justification. For instance, one 
issue that deserves additional discussion is the lack of tunnel blanks for background PM. Data from 
a few example tunnel blanks could provide convincing evidence of the zero background 
assumption. Furthermore, control data should be shown, or at least cited, to support the assumed 
level of error (± 1 μg) in the PM filter weight measurements. The authors mention discussions with 
EPA staff as the basis for the assumed level of error. As the authors know, PM measurement is 
very sensitive to measurement precision and accuracy, with temperature, humidity, buoyancy 
effects, static charge and other factors greatly influencing results. In SAE 2005-01-0193, the 
authors detail exhaustive measures to attain an accuracy of better than ± 1 μg in their filter 
weights. Please provide evidence of the stated PM measurement error. 
 
[5] Models should be validated against independent datasets, as discussed in section 8. 
 
[6] (p.8) The program was conducted in three phases. Phases 1 and 2 were pilot efforts involving 
measurements on 19 light-duty cars and trucks on three fuels, at two temperatures.  This work 
was completed at Southwest Research Institute between September 2007 and January 2009.  
Have these results been published? 
 
[7] (p. 16) This report describes the analysis of the dataset collected in Phase 3 of the EPAct/V2/E-
89 program, conducted at Southwest Research Institute in San Antonio, Texas.  A separate report 
describing the program design and data collection activities is available, but an overview is 
provided below.  This report does not appear to be publicly available at this time (January 2012) 
 
[8] (p. 18) An initial sample of 19 test vehicles was chosen with the intent of representing of the 
latest-technology light duty vehicles being sold at the time the program was being launched 
(model year 2008).  In terms of regulatory standards, the test sample was to conform on average 
to Tier 2 Bin 5 exhaust levels and employ a variety of emission control technologies, to be achieved 
by including a range of vehicle sizes and manufacturers.  I recall EPA staff indicating (c. 2007) that 
the list of vehicles was a projection of future technology and/or engine families 
 
[9] (p. 20) After some consideration, study participants agreed to rely on the aggregate data, while 
applying appropriate techniques do to address the resulting “censoring” of the data at low end of 
the range of values.  Who are the “study participants?” 
 
[10] (p. 31) As one-stage standardization did not neutralize correlations among model terms, we 
applied a second stage of standardization to the 2nd order terms.  This report does not appear to 
be publicly available at this time (Jan 2012) 
 
[11] (p. 32) Table 8 shows that the combination of one- and two-stage standardization neutralizes 
the remaining correlations, with the exception that between the etOH and T50 linear effects, as 
previously described.  Unclear “that between the etOH and T50 linear effects (what)” 
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[12] (pp. 36-37) Based on strong correlations between these species, we developed statistical 
models to impute NMOG and NMHC from corresponding NMHCFID measurements.  See ORNL/TM-
2011-461 
 
[13] (p. 51) Trends for individual vehicles show a general increase in NOx with increasing ethanol, 
with some exceptions.  Consistent with prior studies ORNL/TM-2011/234; SAE 2009-01-2723 
 
[14] (p. 91) We assume that a very small but positive measurement existed but was not captured 
and quantified.  Assigning a value of zero to these observations is an example of a common 
approach to censoring of observations, known as “substitution.”  In this approach, a small but fixed 
quantity is substituted for the censored observations.  Values used for substitution include zero, as 
mentioned, or small but positive quantities such as the smallest observation, a multiple of the 
smallest observation, the limit of quantitation (LOQ) or half the limit of quantitation (LOQ/2). The 
degree of censoring varied widely by emission and bag, as shown in  Table 2.   At different stages 
of the analysis, we addressed censoring in different ways.  These various approaches all make 
sense.  Suggest adding couple of sentences about the various bags of the LA92.  Bag 1 is cold 
with majority of emissions, hence less censored values.  Bag 2 is hot, but includes some open-
loop operation due to hard acceleration.  Bag 3 is hot start bag with very low emissions, hence 
majority of censored values. 
 
[15] (p. 92) Table 15.  Numbers of Censored Measurements, by Emission and Bag.  Suggest 
showing total number of tests (in title or footnote). 
 
[16] (p. 94) Table 17.  Counts of Influential Measurements, by Emission and Bag (with “influential” 
defined as having a studentized-deleted residual ≥ 3.5 or ≤ -3.5).  Suggest including total number 
of measurements or observations 
 
[17] (p. 95) An additional measurement in Bag 3 (run 6281) was removed, even though it was not 
flagged as influential.  Explain further? 
 
[18] (p. 95) The full sets of terms in the optimized design include terms anticipated to be 
meaningful for any of the emissions to be measured.  However, it was not anticipated that all the 
terms included would necessarily be meaningful for all emissions in all bags. A closely related goal 
is to develop models that would be, to the extent possible, explicable in terms of knowledge of the 
relevant physical and chemical processes.  Parsimonious models are preferred over full models for 
this purpose, as their simpler structure makes their behavior easier to assess and explain.  Finally, 
with respect to explicability, it is much preferred to minimize the potential for overfitting, which 
could reduce the generality of models selected for prediction.  To guide the process, we adopted 
several assumptions, described below.  Model describes the random error rather than the desired 
underlying relationship.  Good discussion. 
 
[19] (p. 107) The approach to analysis of censored measurements, as described in 5.3.2, was also 
adopted based on guidance from the author of the DOE research.  No public documents can be 
found on the EPAct/V2 study. 
 
[20] (p. 116) If this program were simply trying to quantify the magnitude of NOx emissions from 
such vehicles, this level of error may be acceptable.  However, since we are looking for meaningful 
differences in emissions between fuels, this large relative error is particularly problematic.  Key 
point.  Meaningful differences. 
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[21] (p. 117) This suggests it likely has higher measurement noise than data from the other 
vehicles, and thus many measurements may not be reliably distinguishable from background 
levels.  Good 
 
[22] (p. 149) It is interesting to note that while (d) and (f) appear somewhat similar visually, the 
model considers the aromxT90 interaction highly significant but the RVP×T90 interaction 
insignificant.  Explain. 
 
[23] (p. 150) < insert physical interpretation of these interactions here?>  Yes 
 
[24] (p. 165) One is that the magnitudes of corresponding coefficients are generally larger for Bag 1 
than for Bag 2 emissions, suggesting that the effects of fuel properties are more pronounced for 
“cold start” than for “hot running” emissions.  As expected! 
 
[25] (p. 169) The reasons for these differences are not apparent, but it is clear that the relations 
among NOx, etOH and T50 are complex   Or nonexistent? 
 
[26] (p. 169) It may be appropriate to consider whether the Bag 3 results may be more vulnerable 
to measurement error attributable to low sample measurements relative to background, given the 
issues with measurement discussed in 6.1.1 (page 116).  Yes 
 
[27] (p. 183) Consider showing quantitative parameter changes and percent change results for the 
models?)  Good idea 
 
[28] (p. 211) Detailed results, including models fit, fitting histories, coefficients and tests of effect 
are presented in Appendices Q.3-W.3 for Bag 1 models, and Q.4 - W.4 for Bag 2 models.  Not 
available for review 
 

3.3 Editorial Comments 
 
Two of the reviewers undertook a thorough editing of the report, providing significant editorial comments.  
These reviewers noted typographical and formatting errors, incorrect word choice, and omissions, 
including missing references.  
 
Lindhjem:  There are numerous editorial corrections that need to be made, but most have already been 

noted in the document itself or are obvious from WORD program review. What follows are specific 
suggestions either for improving the flow or for feedback that would not otherwise be considered 
during normal editing. The original line is provided in “quoted italics” and the suggestions, 
questions, or comments appear in suggested edits (strikethrough or red) or flat text. 
 
Statement (p. 9) “The models reported in this section are as parsimonious concise as the data 
and subject‐matter knowledge allow.” 
 
Statement (p.13) “Ethanol: taken in isolation, the models indicate that increasing ethanol is 
associated with increases in all emissions, both for cold‐start and hot‐running emissions. The 
sole exception to the pattern is CO, for which the response to added ethanol is lower CO 
emissions during start but inconclusive for running conditions. fuel properties appears to 
change between start and running.” 
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p. 22 
5 

“This parameter was measured as DVPE, but for simplicity and consistency, we will refer to it 
as “RVP.”” 
 

West: Several recommended edits and comments are provided in the marked up report, to correct typos 
or improve clarity. As an example, many figures could use larger fonts before final publication. 
Several cited references (especially Part I of the same report and the appendices) appear 
unavailable at present, and there are a few missing figures and references. But overall it is a very 
good draft. 

 
(p. 8) An initial sample of 19 test vehicles was chosen with the intent of representing of the latest-
technology light duty vehicles being sold at the time the program was being launched (model year 
2008). 
 
(p.9) Speciation also allowed independent analyses of selected toxics including acetaldehyde, 
formaldehyde, acrolein, benzene and 1,3-butadiene.   
 
(p. 10) In generation of emissions, the effects of different fuel properties are not separable, in that 
it is difficult to modify one property without affecting one or more of the others.   
 
(p. 10) However, the coefficients for different fuel properties can be directly compared, allowing 
assessment of the relative importance of the effects of the fuel properties on the emissions 
constituent being modeled. 

 
(p. 13) Cold-start (Bag 1) CO and hot-running THC both have small decreases in emissions with 
increasing aromatics.  In terms of magnitude, the pattern is similar to ethanol, with PM, NOx and 
NMOG showing the strongest effects. 
 
(p. 16) Since data on Tier 2 vehicles are critical to understanding the impact of fuel property 
changes on the onroad vehicle fleet as increasing volumes of biofuels are introduced, EPA entered 
a partnership with DOE and CRC to undertake the largest fuels research program conducted since 
the Auto/Oil program in the early 1990s.  This program is aimed specifically at understanding the 
effects of fuel property changes on regulated and selected unregulated exhaust emissions from 
later technology Tier 2 vehicles. 

 
(p. 17) These five parameters were selected based on previous studies on older vehicles as having 
potential to affect exhaust emissions [cite].  Missing reference. 
 
(p. 17) The parameter ranges to be covered for T50, T90, aromatic content, and RVP were selected 
to represent the range of in-use fuels based on a review of the Alliance of Automobile 
Manufacturers’ 2006 North American Fuel Survey [cite?].  Missing reference. 
 
(p. 17) Test fuel parameter ranges were originally drafted to span roughly the 5th to 95th 
percentiles of survey results for in U.S. gasoline, though some test fuel parameters were adjusted 
after the actual blending process began. 
 
(p. 18) An initial sample of 19 test vehicles was chosen with the intent of representing of the 
latest-technology light duty vehicles being sold at the time the program was being launched 
(model year 2008).   
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(p. 20) After some consideration, study participants agreed to rely on the aggregate data, while 
applying appropriate techniques do to address the resulting “censoring” of the data at low end of 
the range of values. 
 
(p. 21) The methods used were very similar to those used for the modeling of the other emissions, 
with modifications to address issues of study design and measurement specific to these 
compounds. 
 
(p. 22) The design and implementation of the study, including the aspects of fuel blending, 
measurement methods and logistics are described in a separate report4.Error! Bookmark not 
defined.  Missing reference. 
 
(p. 22) It is well known for fuel properties to be moderately to strongly correlated. 
 
(p. 22) 1 This parameter was measured as DVPE, but for simplicity and consistency, we will refer to 
it as “RVP.” 
 
(p. 25) Measurement methods are discussed in detail in the testing report4.  Missing reference. 
 
(p. 27) In addition to correlations among the linear effects and interactions, and correlations 
among interactions, we can see one fairly strong correlations among the linear effects, specifically, 
between etOH and T50 (R = -0.57). 
 
(p.33) In this constant volume sampling system, the vehicle exhaust is mixed with a large amount 
of filtered dilution air, and a small portion of this stream is continuously withdrawn to fill a sealed 
bag over the course of a test cycle. 
 
(p. 33) Its primary disadvantage is that the overall dilution ratio of background air to exhaust must 
be fixed for an entire test, and is set relatively high to avoid condensation of water vapor within 
the system during periods of high exhaust flow. 
 
(p. 35) 1 This assessment of the situation ignores the possibility that the vehicle actually consumes 
or destroys a given pollutant species during parts of the test cycle, resulting in periods of “negative 
emissions”, such that the average emission level over a test is truly zero.  While situations may 
occur over a limited period for some emissions in a highly polluted environment, e.g., PM or NMHC 
in congested traffic, it is highly unlikely in an emission test cell. 
 
(p. 36) Rather, these measurements to were treated as “censored.” 
 
(p. 36) The alternate measure “NMHC as measured by FID” (NMHCFID), was collected for the entire 
dataset, and it very tightely correlated with both NMOG and “true” NMHC. 
 
(p. 37) On this basis, we fit linear models for NMOG and NMHC in terms of NMHCFID. 
 
(p. 37) Scatterplots of NMOG vs. NMHCFID for Bag 2 are presented in Formatting. 
 
(p. 38) For the bag 2 and 3 models, the counterpart to Equation 8 is Equation 11, which simplifies 
for blends other than E0 similarly to Equation 8, except that the slope term is always as in Equation 
9. 
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(p. 51) A linear-effects plot for ethanol is shown in Figure 13, which suggests that an ethanol effect 
is visible when the data is are averaged across the other four fuel properties. 
 
(p. 52) It is necessary to go a step further, and look at “interaction” or “conditional effects” plots, 
starting with the interaction of ethanol and T50, which deserves special attention because…. 
 
(p. 64) As in Bag 1, variability for most individual vehicles spans one third to half an order of 
magnitude. Missing reference? 
 
(p. 64) The effects for T50 and T90 are similar in that the trends across the five T50 levels and three 
T90 levels are similar, with no overall trend apparent, for the same reasons noted above for Bag 1 
(Figure 26, Figure 27).  Missing reference? 
 
(p. 76) The variability within vehicles is about 1-1.25 orders of magnitude.  Missing reference? 
 
(p. 77) The Linear Effects plot for T90 is clearly suggestive of an overall positive effect, when 
considering all vehicles (Figure 37). 
 
(p. 77) The left-hand point represents the same fuel as the left-hand point in the green trend in the 
previous plot. 
 
(p. 77) In contrast, the plots for ethanol and aromatics are suggestive of a positive or 
“reinforcement” interaction.   In the etOH × arom view (Figure 40), the trend for the higher 
aromatics level (green) appears steeper than for the lower aromatics level (black). Similarly, in the 
arom × etOH view ( Font. 
 
(p. 77) In Figure 41.5, the etOH × T90 plot does not appear to suggest interaction, if we discount 
the green trend (T90=325°) as representing only two fuels.  Missing figures 
 
(p. 99) At each step, we tested the goodness-of-fit of each reduced model against that of the full 
model using a likelihood-ratio test. 
 
(p. 102) All models based on the 16-parameter full model, as shown in Equation 14 are….. 
 
(p. 107) Thus, in running these models, censored values were replaced in with the minimum 
positive measured value in each bag for each emission. 
 
(p. 116) This observation led to a closer examination of measurement error in the dataset. 
 
(p. 117) This condition would be expected to give a zero result as discussed in Section 3.1. 
 
(p.118) The data for the Sienna, though similar in their range of sample and background 
measurements, was were not found to be exceptionally influential to model-fitting and therefore 
was were not removed from the dataset. 
 
(p. 120) After the test is conducted, the filters are removed, placed back into the clean containers, 
and returned to the clean room. 
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(p. 124) Figure 564 and Figure 575 show net measurements as a percentage of sample for bags 2 
and 3, as an attempt to understand the magnitude of the nets relative to the measurement error 
where nets are small. 
 
(p. 124) Two vehicles (Odyssey, Sienna) have the majority of points below those of other vehicles. 
 
(p. 124) Plots of ambient and sample for bags 1-32 are shown in Figure 58, Figure 59, and Figure 
60, followed by examination of nets as percentage of sample for bags 2 and 3 in Figure 61 and 
Figure 62. 
 
(p. 138) At this point it is important to note that the results reported below differ from those 
reported above in 5.3, as well as from those reported for the DOE analysis8.  Missing reference 
 
(p. 151) Figure 65.  ln(CO) (Bag 1): Two-way Conditional Effects Plots for Three Interactions and 
one Quadratic term, viewed with respect to Both fuel Parameters : (a) Ethanol×Aromatics, (b) 
Aromatics×Ethanol, (c) Aromatics×T90, (d) T90×Aromatics, (e) RVP×T90, (f) T90×RVP, (g) 
etOH×etOH.  Typo in fig c and e. T90 blue should be 300 
 
(p. 153) Figure 66.  CO (Bag 1): Mean Residuals for the Linear Effects Model, vs. Target Fuel 
Properties for three Interactions: (a) Ethanol × Aromatics, (b) Aromatics × T90, and (c) RVP × T90, 
and the quadratic term etOH×etOH.  Blue T90=300 
 
(p. 158) Another possibility is that the effect of T50 in this presentation is masked by variation in 
RVP and T90 levels across these fuels. 
 
(p. 164) The relations among the ethanol, aromatics and RVP coefficients are similar to Bag 1 and 
to each other, except that the aromatics coefficient is slightly higher than the ethanol coefficient 
for NMOG, while ethanol is more important to than aromatics for NMHC. 
 
(p. 164) As in Bag 1, the etOHxarom and etOHxT50 interactions are reinforcements, whereas the 
etOHxRVP interaction is an interference (etOH positive, RVP negative, interaction negative). 
 
(p. 169) When starting with the 16-term model, the reduced model retains includes RVP and T90 
linear terms (both insignificant), plus two interactions not included in the design model: arom×T90 
and RVP×T90. 
 
(p. 176) Ethanol:  taken in isolation, the models indicate that increasing ethanol is associated with  
increase in all emissions, both in bags 1 and 2. 
 
(p. 180) The results of the present study are consistent, showing an increase in NOx emissions with 
an increase in ethanol level, regardless of whether it is from a statistical analysis of an orthogonal 
change in ethanol alone or when changes in other fuel properties typical of splash or match 
blending are included. 
 
(pp. 180-81) Thus, despite much lower overall emission levels that have been achieved in Tier 2 
vehicles through improved fuel control and catalyst efficiency, the effect of ethanol on combustion 
and aftertreatment(?) appears to persist in certain modes of operation such as cold-starts and 
transients during warmed-up operation.   
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(p. 181) In the present study NMOG decreased with decreasing aromatics content, in agreement 
with earlier studies.   
 
(p. 182) However, during cold start, the new data suggests the direction of the effect is dependent 
on ethanol content. 
 
(p. 182) The present study shows little or no effect of T90 on NOx, which is reasonable considering 
that NOx production and control are largely about heat release, and T90 represents a smaller 
amount of combustible material at cold-start temperatures, and thus less energy, than T50.  Not 
clear, please review/reword. 
 
(p. 184) More variation is seen in T50 and RVP, which span somewhat wider ranges of 160-195 °F 
and 7.3-13.0 lb psi, respectively. 
 
(p. 184) Use of the non-standardized models is much more straightforward, in that they allow 
input of fuel properties in their original units, e.g., % for ethanol and aromatics, lb psi for RVP and 
°F for T50 and T90. 
 
(p. 185) The processes and methods for hydrocarbon speciation are described in greater detail in 
the testing report4.  Missing reference 
 
(p. 187) The “G-efficiency” for the full design was estimated at 51.6% for the eleven design 
parameters, as previously described in 2.1 2.1 above (page 22). 
 
(p. 187) As shown in the table, the design efficiency drops sharply with inclusion of 2nd order 
terms, to less than 5% for designs four and five. 
 
(p. 190) In addition to estimating the sample measurements, as shown above, we estimated two 
variances, the first being the variance of the variance of the 5-day moving average of the media 

blanks (
2ˆ
k ), and the second being a variance of random errors (

2ˆ
 ). 

 
(p. 193) The first two plots (Figure 812) show acetaldehyde vs. ethanol, by T50 level, in linear and 
logarithmic space. 
 
(p. 202) If the p-value for the test-against-previous is greater than the critical value, the null 
hypothesis of no significant differencet in fit between the reference and nested models is retained, 
and the nested model is retained as the current best fit. 
 
(p. 208) Finally, to illustrate the results of the jackknife replication procedure, Figure 83 shows 
cumulative distributions of coefficients for each jackknife replicate for the five linear linear 
eEffects. 
 
(p. 208) The distributions for aromatics (Za),T50 (Z5), and T90 (Z9) are similar in that they show 
noticeable lengthening in the lower tail, suggesting that 2-3 vehicles may be influential in 
decreasing the values of the coefficients. 
 
(p. 214) 10 References:  Refs 4 and 8 cannot be found 
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Bioinformatics, Journal of Multivariate Statistics, Journal of Statistical Planning and 
Inferences, Journal of Nonparametric Statistics, Journal of the Royal Statistical Society, 
Journal of Computational and Graphical Statistics, Annals of Institute of Statistical 
Mathematics, Neural Networks, Econometric Theory, and several IEEE journals. 

 
OTHER PROFESSIONAL SERVICES AND RECOGNITIONS: 

•Elected Fellow of the American Association for the Advancement of Science (AAAS); 
•Elected Fellow, American Statistical Association (ASA); 
•Elected Fellow, Institute of Mathematical Statistics (IMS); 
•Medallion Lecturer, 2007 Joint Statistical Meetings; 
•Special Invited and Keynote Speaker at the Korean Statistical Society Fall Meeting, 2008; 
•Distinguished Lecturer at the 1st IMS Asia Pacific-Rim Meeting in Seoul, Korea, 2009; 
•Plenary speaker, the 2010 International Conference on Robust Statistics, June 28-July 2, 

2010, Prague, Czech Republic; 

•Chair-designate of the ASA Committee on Meetings (2011); Served in the ASA Committee 
on Scientific Freedom and Human Rights (1998-2000), ASA Committee on Noether Awards 
(2005- 2011), Search Committee for the ASA Executive Director (2007), ASA Committee on 
Federally Funded Research (2006-2010), and ASA Committee on Meetings (2008-2010); 

•President of the International Chinese Statistical Association (ICSA) (2010); Elected board 
member of ICSA (2003-2004); Chair of the ICSA Nomination Committee (2005, 2006); 
Member of the ICSA ad hoc Committee on a new Applied Statistics Journal (2006-2007); 

•IMS Council Member (2004-2007 by election, 2007-2010 ex officio); Editor of IMS Bulletin 
(2007-2010); Chair of the IMS Nomination Committee (2005-2006); Chair of the IMS 
Travel Award Committee (2004-2006); Chair of IMS ad hoc committee on IMS-China 
(2007-2008); 

•Scientific Committee member of the International Conference on Robust Statistics (2004-
2011); 

•Chair of the Program Committee of the 58th World Statistics Congress of the International 
Statistical Institute (ISI) to be held in Hong Kong 2013; 

•Program Chair for 2010 Joint Statistical Meetings in Vancouver; Organizer of Invited 
Sessions at the 1997, 2000, 2007, and 2011 Joint Statistical Meetings; 

•Chair of the International Program Committee, Conference on Frontiers of Statistics: 
Biostatistics and Bioinformatics, July 06, China; 

•Co-Chair of the Scientific Committee of the IMS-China International Conference, 2008; 
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•Review Committee for the Institute of Mathematics and Its Applications (IMA), 2009; 
•Member of Scientific Committee, International Conference on Statistics and Society, July 

10-12, 2010, Beijing; 
•Co-Chair for the track Quantile regression and semiparametric methods at the 3rd 

International Conference of the ERCIM WG on COMPUTING & STATISTICS, December 
10-12, 2010, London. 

 
RESEARCH GRANTS, AWARDS AND SPONSORS 

•PI on the National Science Foundation Award DMS-1007396 on Efficient Modeling in 
Quantile Regression (08/10 - 08/13) 

•PI on National Institute of Heath Grant 1 R21 CA129671 01 A1 on Nonparametric 
analysis of reverse-phase protein lysate array data (with Dr. J. Hu at M D Anderson 
Cancer Center) (08/09 - 07/11) 

•PI on National Institute of Heath Grant 1 R01 GM080503 01 A1 on Low-rank 
Approximation to Probe-level Data with Application to Exon Tiling Arrays (with Dr. J. 
Hu at M D Anderson Cancer Center) (07/08 - 05/12) 

•PI on the National Science Foundation Award DMS-0604229 on Inferential Methods for 
Quantile Regression (08/06 - 08/10) 

•Co-PI on the National Science Foundation Award DMS-0724752 on Statistical evaluation of 
model-based uncertainties leading to improved climate change projections (09/07 - 
08/11) 

•PI on the National Natural Science Foundation of China Grant 10828102 on Theory and 
applications of nonparametric methods (with Dr. Ning-Zhong Shi at Northeast Normal 
University, China) (01/09 - 12/10) 

•Statistician on the National Institute of Health Grant R21HL090455-01 on Muscle quality, 
exercise and weight loss in older women: A quantitative MRI study (2007-2009) (PI: John 
Georgiadis) 

•Senior personnel on the National Science Foundation Award DMS-0800631 on Statistical 
Approaches to Integration of Mass Spectral and Genomic Data of Yeast Histone 
Modifications (06/08 - 06/12) (PI: Ping Ma) 

•PI on the National Science Foundation Award DMS-0630950 on A Virtual Center to 
Promote Collaboration between the US- and China-based Researchers in Statistical 
Science (08/06 - 07/09) 

•Co-PI of the National Institute of Health Grant R01 DC005603 Internet Evaluation of 
Oropharyngeal Swallowing Function (03/04-02/09) (PI: Adrienne Perlman) 

•PI of the National Science Foundation Award DMS-0102411 on Quantile Regression (07/01- 
07/06) 

•PI of the National Security Agency Grant on Censored Regression Quantile (02/04-02/07) 
•Statistician on the National Institute of Health Grant RO1-DC3684 The Coordination of 

Respiration and Deglutition (01/01-12/04) 
•Co-Investigator, Robustness in Generalised Semiparametric Mixed Models, funded by the 

Research Grants Council of Hong Kong (08/03-07/06) 
•PI of the National Security Agency Grant on Regression Analysis (02/02-02/04) 
•PI of the National Science Foundation Award SBR-9617278 on Constraints and Flexibility 

in Modeling (09/97-08/01) 
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•PI of the National Security Agency Grant MDA904-96-1-0011 on Robust methods (02/96-
02/98) 

•Statistician, Study on Seismic Rehabilitation Costs, funded by Federal Emergency 
Management Agency through CERL (2002-2003) 

•Statistician, Child Welfare Studies funded by the State of Illinois through the Children and 
Family Research Center, UIUC (2000-2001) 

•Statistician, Design and Analysis of Track Wear Tests funded by the Association of 
American Railroads (2001-2002) 

•University of Illinois Campus Research Board Awards on robust statistics (1994, 1996, 
1997), computational statistics (1998), item response theory models (2000), and on 
bioinformatics (2002). 

 
SELECTED CONSULTING EXPERIENCE: 

•Consultant (2007-2008) to Millennium Pharmaceuticals, Inc. on design and analysis of 
clinical trials 

•Consultant (2002-2003) to Archer-Daniels-Midland Company on microarray data analysis 
•Consultant (2001-2003) to the Federal Commodity Futures Trading Commission (CFTC) on 

evaluating evidence of illegal trading 
•Consultant (1995-2002) at the Argonne National Laboratory on residential energy 

consumption (sponsored by the U.S. Department of Energy) 
•Consultant (1996) on the roofing data management for US Army Construction Engineering 

Research Laboratories 
•Consultant (1995) for the Customer Potential Management Corporation at East Peoria, 

Illinois on modeling marketing data 
 
SELECTED INVITED PRESENTATIONS SINCE 2001: 

•Conference on Contemporary Methods of Data Analysis: Theory and Practice, Argentina, 
March 2001 

•Department of Biostatistics, University of North Carolina at Chapel Hill, April 2001 
•International Conference on Robust Statistics, Austria, July 2001 
•Session Organizer for the 5th ICSA International Conference, Hong Kong, August 2001 
•Department of Statistics, Columbia University, March 2002 
•Invited speaker and Scientific Committee member, the 2nd International Conference on 

Robust Statistics, Vancouver, June 2002 
•Department of Statistics, University of Virginia, December, 2002 
•Invited speaker and Scientific Committee member, the 3nd International Conference on 

Robust Statistics, Antwerp, Belgium, July 2003 
•BIRS Workshop on regularization in statistics, Banff International Research Station for 

Mathematical Innovation and Discovery, September, 2003 
•Department of Statistics, North Carolina State University, March, 2004 

•Organizing Committee member, the 6th ICSA Conference, Singapore, July 2004 
•Joint Statistical Meetings, Toronto, August 2004 
•Colloquium speaker “An Exciting Time for Statisticians” at the University of Virginia and 

Yale University, November, 2004 
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•Invited speaker at the 2004 Dysphagia Research Society on “Effects of Age, Gender, Bolus 
Volume and Viscosity on Acoustic Signals of Normal Swallowing”, Montreal, October 2004 

•Tutorial lecturer on “Quantile Regression” at the 2005 ENAR Meeting, March 2005 
•Public School Lecture, ”From Data to Discoveries” at NUS High School, Singapore, March 2, 

2005 
•Department of Mathematics, University of Maryland, March, 2005 
•Department of Biostatistics, Columbia University, April, 2005 
•Invited session organizer on robust statistics, the 25th European Meeting of Statisticians, 

Oslo, July, 2005 
•Department of Biostatistics and Applied Mathematics, MD Anderson Medical Center, 

October, 2005 
•School of Industrial and Systems Engineering, Georgia Tech, November, 2005 
•The 5th Asian Conference on Statistical Computing, Hong Kong, December, 2005 
•The TMS & AMS Joint International Conference, Taiwan, December, 2005 
•Department of Statistics & Probability, Michigan State University, February, 2006 
•Department of Information & Operations Management, University of Southern California, 

February, 2006 
•Invited panelist at the Dysphagia Research Society Conference, Arizona, March, 2006 
•Invited speaker at the Workshop on quantile regression, LMS method and robust statistics 

in the 21st century, Edinburgh, UK, June, 2006 
•Invited speaker at the 2006 International Conference on Robust Statistics, Lisbon, Portgal, 

July, 2006 
•Department of Statistics, University of Wisconsin at Madison, October 4, 2006 
•Department of Mathematics, Washington University in St. Louis, October 19, 2006 
•Department of Mathematics, Zhejiang University, China, September 13, 2006 
•Invited lecture at the Millennium Pharmaceuticals, Inc., Boston, September 18, 2006 

•Invited speaker at the Biostatistics Workshop, Institute for the Mathematical Science, 
Singapore, October 23, 2006. 

•Department of Statistics, Wharton School, University of Pennsylvania, November 15, 2006 
•Department of Statistics, Texas A&M University, December 15, 2006 
•Department of Statistics, Yale University, February 5, 2007 
•Department of Statistics, Oregon State University, February 26, 2007 
•Invited speaker at the ENAR 2007 meeting, Atlanta, March 13, 2007 
•Department of Statistics and Actuarial Science, University of Iowa, April 12, 2007 
•Department of Statistics, Texas A&M University, May 17, 2007 
•Invited Participant, Workshop on Statistical Analysis of Genetic Data, Banff, Canada, June 

24-29, 2007 
•Department of Biostatistics, Columbia University, July 12, 2007 
•Mentor for the ASA Writers Workshop, Salt Lake City, July 29, 2007 
•Keynote speaker at the International Conference on Frontiers of Statistics - High 

Dimensional Data, Kunming, China, August 13-15, 2007 
•School of Public Health, Rochester University, September 6, 2007 
•Department of Statistics, University of California at Los Angeles, October 2, 2007 
•Department of Biostatistics, University of North Carolina at Chapel Hill, November 7, 2007 
•Department of Mathematics and Statistics, Miami University, November 13, 2007 
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•Department of Operations Research and Financial Engineering, Princeton University, 
March 25, 2008 

•Invited speaker at the first International Biopharmaceutical Statistics Conference, Shanghai, 
July 1, 2008 

•Invited speaker at the International Workshop on Applied Probability (IWAP 2008), 
Compiegne, France, July, 2008 

•Invited speaker at the Symposium on Advances in Statistics, in honor of the 65th 
birthday of Professor Zhidong Bai, Singapore, July 20, 2008 

•Invited speaker and member of the Scientific Committee of the International Conference on 
Robust Statistics, Antalya, Turkey, September 8-12, 2008 

•Keynote speaker at the Korean Statistical Society Fall Meeting, Seoul, October 31, 2008 

•Department of Statistics, University of Michigan, November 7, 2008 
•Invited speaker at the ENAR Meeting, San Antonio, March 17, 2009 
•Distinguished lecturer at the 1st IMS Asia Pacific Rim Meeting, Seoul, July 1, 2009 
•Colloquium speaker at the ASA Oregon Chapter Meeting, and Department of Mathematics, 

Portland State University, October 23, 2009 
•Department of Statistics, University of Minnesota, November 19, 2009 
•Invited speaker and discussant at Workshop on Statistical Frontiers, 2009 ISS, Taiwan, 

December, 2009 
•Yale School of Public Health, Yale University, January 12, 2010 
•Colloquium speaker, Department of Biostatistics, Harvard University, February 18, 2010 
•Plenary speaker at the 2010 International Conference on Robust Statistics, July 1, 2010. 
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SOFTWARE: 

•He, X. and Ng, P. (2001): Constrained B-spline Smoothing (COBS), Fortran functions with S-
Plus interface, and in CRAN for R users. 

•Kocherginsky, M. and He, X. (2003): MCMB Confidence Intervals for Regression Quantiles, 
currently available as a contributed package rqmcmb2 in CRAN for R users. The same 
method is included in SAS PROC QUANTREG under the mcmb option. 
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Christian E. Lindhjem 
 
EDUCATION 

1987 PhD, Chemical Engineering, Rensselaer Polytechnic Institute 
1981 MS, Chemical Engineering, University of Michigan 
1980 BS, Chemical Engineering, Rose-Hulman Institute of Technology  
1980 BS, Chemistry, Rose-Hulman Institute of Technology 
 

EXPERIENCE 
Dr. Christian E. Lindhjem, a Senior Consultant at ENVIRON, is an expert on emissions from highway and 
nonroad vehicles and engines and fuels used in those engines. With ENVIRON for 12 years and with EPA’s 
Office of Transportation and Air Quality (previously named Office of Mobile Sources) for 8 years, Dr. 
Lindhjem has worked on on-road and off-road mobile source regulation development, emission 
measurements and analysis, emission control strategies, and emission inventory modeling including 
regulated pollutants and chemical compositional analysis to estimate toxic emissions and other 
components of concern. Dr. Lindhjem has evaluated and continues to consult on a broad range local and 
national mobile source emission issues including both emission estimates and potential emissions 
reductions from a variety of planned or demonstrated control strategies for on-road vehicles and off-road 
equipment (such as construction equipment, locomotive, marine vessels, and other harbor sources) and 
heavy-duty diesel vehicles. He works with local, regional and national officials and private clients to 
improve on-road and off-road (including agricultural, commercial marine, locomotive, construction and 
mining, recreational marine, and lawn and garden equipment types) emission inventories for regional 
evaluation as well as individual facilities including ports and rail yards. His other national experience 
included assistance for EPA in the development of the NONROAD model and a national commercial marine 
emission inventory and spatial allocation for deep draft vessels. Dr. Lindhjem holds a Ph.D. degree in 
Chemical Engineering from the Rensselaer Polytechnic Institute and a M.S. degree in Chemical Engineering 
from the University of Michigan. 
 

 Commercial Marine, Rail, and Intermodal Emissions Evaluations: Conducted in depth analysis and 
method formulation to revise locomotive and commercial marine emissions for ports and 
railroads, states, and national agencies including those for the States of Arkansas, Illinois, Indiana, 
Michigan, Ohio, Wisconsin, and Wyoming and the metropolitan areas of Kansas City and Boise. 
Prepared a grid scale national emissions inventory from Category 3 (ocean-going vessels) 
commercial marine engines for EPA combining near port and open-ocean emissions. Other 
projects include emissions and control strategy evaluations for the Ports of Long Beach, San 
Francisco, Oakland, San Diego and others, including the emission reduction potential from shore 
power and other control strategies. Evaluated averaging strategies to comply with the Canadian 
and U.S. Emission Control Area (ECA) designation for ocean-going vessels using highly resolved 
activity and emissions calculations. Conducted detailed rail yard activity and emissions evaluations 
in California and Kansas including locomotive and other off-road and on-road source categories 
within the yards. 

 On-Road Emission Inventories: Managed projects to estimate metropolitan area and project level 
emissions estimates using the EPA MOVES2010 and California ARB EMFAC models. Managing 
projects to incorporate CONCEPT link level modeling for Detroit, Atlanta, and Philadelphia 
including MOVES2010 model adjustments and vehicle volume and mix of heavy and light-duty 
vehicles adjusted by time of data and road type. Performed evaluations of the on-road vehicle mix 
and vehicle weight data from Automatic Traffic Recorders to better estimate on-road emissions for 
EPA, Illinois, Ohio, Wisconsin, and Minnesota. Led programs to develop new strategies and uses for 
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alternative data to evaluate on-road vehicle emissions for EPA and the Coordinating Research 
Council in preparation of the MOVES model. 

 On and Off-Road Mobile Source Control Strategies: Provides detailed technical analyses and 
planning and day to day support of on-road and off-road mobile source control strategies for local 
and state government agencies including the Houston-Galveston, Dallas-Ft. Worth, and East Texas 
nonattainment areas’ SIPs, for the Houston-Galveston Area Council (HGAC), the East Texas Council 
of Governments (ETCOG), North Central Council of Governments (NCTCOG), and the Texas 
Commission on Environmental Quality (TCEQ).  Also assisting in revisions/updates to the mobile 
source emission inventory in Texas and Las Vegas.  Providing the plan and technical guidance for 
the HGAC Voluntary Mobile Source Emission Reduction Program (VMEP) including marketing and 
online database and interactive programs, and reviews and evaluation of the Texas Emission 
Reduction PLAN (TERP) for the Houston Advanced Research Center (HARC).  

 Off-Road Emission Inventories: Provided service to state agencies by improving air emissions 
inventories from all nonroad mobile sources. Conducted in-depth locomotive and other emissions 
evaluations for BNSF railyards in California in preparation for dispersion modeling impact analysis 
on the local community. For the Lake Michigan Air Directors Consortium (LADCO), a plan was 
developed and implemented for revising and developing activity estimates for all off-road emission 
sources, incorporate such estimates in the emissions inventory, and spatially allocate those 
emissions. Innovative methods were used for commercial marine to quantify the Lake and river 
commercial marine emissions, locomotive emissions from large and small railroads, and a unique 
method for recreational marine spatial allocation specifically.  Prepared revised emissions 
inventories some categories or all nonroad (including aircraft, commercial marine, and locomotive 
sources) for the States of Arizona, Texas, Arkansas, Oklahoma, Wyoming, Wisconsin, Illinois, 
Indiana, Michigan, Ohio, New Jersey, and the Western Regional Air Partnership (WRAP). Assisted 
EPA in improvements to the NONROAD model for off-road emissions estimation including for 
instance detailed technical comparisons of EPA and CARB models for estimating emissions from 
nonroad mobile sources and providing revisions to modeling structure, activity data inputs and 
assumptions, and emission factors for nonroad spark-ignition and compression ignition engines. 
Another example of activity includes providing technical guidance to Northeast States for 
Coordinated Air Use Management (NESCAUM) for the development of surveys and analysis of 
survey data to derive improved estimates of construction equipment activity in the Northeast U.S. 

 Scientific Emissions Research and Analysis: Performed scientific evaluation of emission modeling 
methods such as critically reviewing the project plan and available data for EPA’s new MOVES 
model in an extensive report (E-68) for the Coordinating Research Council (CRC). This report 
outlined the general method, specifics of data handling, and many other areas of interest in 
implementing this new modeling approach for on-road mobile sources. The CRC project followed 
the previous work for EPA, which developed and executed a method using on-board emissions 
monitor data to estimate emissions from onroad and offroad vehicles and equipment for the 
Office of Transportation and Air Quality (OTAQ) of EPA. Driving behavior and emissions were 
related to the physical and operating parameters experienced of the vehicle or engine. Scientific 
evaluation of the effects of humidity and temperature on mobile source emissions was conducted 
and incorporated into Texas emissions for HARC and TCEQ. A scientific assessment of the 
emissions response from hybrid-electric urban buses for the New York State Energy Research and 
Development Agency (NYSERDA). 

 Chemical Constituents of Mobile Source Emissions: Performed a literature review and evaluation 
of the chemical constituents including potential toxic components of mobile source emissions for 
the EPA. Estimated the emission reduction potential and impacts on air quality and toxicity from 
replacing diesel with biodiesel fuel in heavy-duty diesel vehicles for the Department of Energy’s 
National Renewable Energy Laboratory. 
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 Mobile Source Emissions Air Quality Impact Evaluation: Providing limited and innovative plans to 
evaluate and mitigate mobile source emissions at a project level.  For instance, the City of 
Hawthorne, California, provided an evaluation of the impact and provided an innovated 
contracting method to mitigate air quality effects for garbage collection vehicles. Provided 
technical support for estimating on-road emissions and air quality impacts for the expansion of an 
amphitheater and casino including preparing a report for the Environmental Impact Statement and 
an assessment of General Conformity. 
 

Prior to joining ENVIRON, Dr. Lindhjem held the following positions: 
 
Engineer, U.S. Environmental Protection Agency (EPA), National Vehicle and Fuel Emissions Laboratory, 
Office of Mobile Sources, Ann Arbor, MI (1990 - 1998), 8 years 

 

Nonroad Mobile Emissions 
 Evaluation of rail and port intermodal yard emissions including emission activity from ships, 

locomotive, cargo handling equipment, and on-site truck movements. 
 Responsible for the theoretical framework behind EPA’s NONROAD model, the next inventory 

modeling tool for nonroad engines, analogous to EPA’s MOBILE model for highway vehicles, 
including nonroad industrial, construction, commercial, residential, and marine engines and 
vehicles. 

 Developed the input estimates for the EPA’s NONROAD model for population, activity, load factor, 
average life, and compression and spark-ignition emission factors for nonroad engines as well as 
estimates for the hydrocarbon speciation. 

 Project engineer on a variety of test programs measuring emissions from nonroad engines, 
specifically construction and agricultural diesel engines, outboard and inboard recreational marine 
motors, and lawn & garden engines. 

 Evaluated of the effect of test cycle on various diesel and gasoline nonroad engines through 
regulatory and nonregulatory steady-state and transient comparisons. 
Developed a methodology to estimate emissions from commercial marine engines. 

 
Highway Mobile Emissions Model 

 Incorporated MOVES into emission inventory development tools such as SMOKE, CONCEPT, and 
project level emissions development. 

 Have provided emission estimates for light-duty and heavy-duty vehicles exhaust and evaporative 
emissions, and fuel effects for MOBILE4.1, MOBILE5, and MOBILE6. 

 Specific areas of emissions modeling were estimating the effects of reformulated gasoline, 
evaporative emissions, and diesel engines emissions for heavy-duty highway trucks and buses. 

 Other modeling efforts include analyzing chemical characterizations of exhaust and evaporative 
emissions to provide estimates currently used in EPA’s Speciate Database.  

 Managed up to $1.4 million in contract funding per year. 
 Research included lean NOx-reduction catalyst evaluations, test cycle comparisons for highway 

and nonroad engines, and novel emission modeling techniques for diesel engines. 
 

Engine Testing Project Management 
 Managed the heavy-duty, marine, evaporative, and light-duty chassis testing programs with five 

technicians, two engineers, and a budget of about $500k per year. 
 Multidisciplinary approach combining mechanical, electrical, computer, and chemical analysis. 
 Supplied test results for a variety of EPA projects using a variety of engines and vehicles; most 

notably, nonroad and highway diesel, inboard and outboard marine, and lawn and garden engines. 
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Clean Fuels Development 
 Developed the Reformulated Gasoline Simple Model; evaluated the effect of fuel oxygen and 

volatility control on primary and toxic pollutants from gasoline vehicles. 
 Team member for the Reformulated Gasoline Complex Model and Final Rulemaking providing 

estimates for effects of fuel parameter changes on primary and toxic pollutants. 
 Conducted testing programs investigating the effects of reformulated fuels on vehicles and 

nonroad engines. 
 Facilitated fuel additive emission testing and registration. 

 
Research Engineer, Westvaco Corporation, (1988 - 1990), Laurel Research Center, Laurel, MD 

 Designed coating formulations and products for the fine papers division.   
 Successfully quantified subjective criteria of product quality and determined the mechanisms of in-

use deterioration of our products during printing. 
 Determined rheological failures in the production of coated papers and developed novel coating 

formulations for improved production. 
 Managed 2 technicians and interactions with research and production. 

 
EPA AWARDS 

 EPA Bronze Medal for Commendable Service for Nonroad Engine Emission Controls Development, 
1995 

 EPA Bronze Medal for Commendable Service for Highway Heavy-Duty Engine Emission Reduction, 
1995 

 EPA Science Achievement Award in Air Quality, 1992 
 EPA Silver Medal for Superior Service for Clean Fuels Development, 1991 

 
TEACHING EXPERIENCE 
 

University of Michigan, (1991), “Pollution Control for Chemical Engineers,” Department of Chemical 
Engineering 
Rensselaer Polytechnic Institute, (1985-1987), “Air Pollution Control,” Department of Chemical Engineering  
 
PROFESSIONAL MEMBERSHIPS  
 

Air and Waste Management Association 
National Cooperative Highway Research Program Panelist 
EPA’s Mobile Source Technical Review Subcommittee for Nonroad Engine Emissions 
 
PUBLICATIONS AND PRESENTATIONS 
 

Lindhjem C.E. 2010 "Use of MOVES2010 in Link Level On-Road Vehicle Emissions Modeling Using 
CONCEPT-MV," C. E. Lindhjem, A. DenBleyker, M. Jimenez, J. Haasbeek, A. K. Pollack, ENVIRON 
International Corporation, CA; Z. Li, Clark County, Las Vegas, NV. 19th International Emission Inventory 
Conference, San Antonio, Texas, September 27 - 30, 2010.   

Lindhjem C.E. 2010  "Development of Drivers and Post-Processing Scripts to Incorporate MOVES2010 
Emission Factors with the Smoke Emissions Model,"C. E. Lindhjem, A. DenBleyker, M. Jimenez and A. K. 
Pollack, ENVIRON International Corporation. 19th International Emission Inventory Conference, San 
Antonio, Texas, September 27 - 30, 2010. 

Lindhjem, C. 2009. “Mobile Source Particulate And Semi-Volatile Organic Carbon Ambient Modeling.”  
Presented at the 18th International Emissions Inventory Conference, Baltimore, MD, April 15, 2009. 
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Lindhjem, C. 2009 “Mobile Source Emissions: Adjustments to MOBILE6,” 19th CRC On-Road Vehicle 
Emissions Workshop, March 23-25, 2009. 

Lindhjem, C. 2008. “Intermodal Yard Activity and Emissions Evaluations.”  Presented at the 17th 
International Emissions Inventory Conference, Portland, OR.  June. 

Lindhjem, C.E. and Russell, J., 2006. “Development Of Gridded Ocean-Going Vessel Emission Inventories,” 
Presented at the Air and Waste Management Association Emission Inventory Conference, New 
Orleans, LA, May 17. 

Lindhjem, C.E. and Shepard S. 2005. “Estimation and Effects of Vehicle Mix on On-Road Emission 
Estimates,” Air and Waste Management Association Emission Inventory Conference, Las Vegas, 
Nevada, April 14. 

Lindhjem, C.E. and Chan L-M. 2004. “Emission Control Technologies and Programs for Heavy-Duty Diesel 
Vehicle Fleets in North America,” Paper No. 371. Air and Waste Management Association Annual 
Meeting, Indianapolis IN. 

Lindhjem, C.E., Chan, L-M., Pollack, A.K., and Kite C. 2004. “Applying Humidity and Temperature 
Corrections to On and Off-Road Mobile Source Emissions,” Air & Waste Management Association 
Emission Inventory Conference, St. Petersburg Florida. 

Lindhjem, C.E., T. Stockenius.  2002.  “On-Board Emissions Data Analysis,”  Presented at the12th CRC On-
Road Vehicle Emissions Workshop, San Diego, California, April. 

Lindhjem, C.E., A.K. Pollack, R. Chi. 2001.  “Comparison Of Highway Mobile Source Emissions Inventory 
From MOBILE1 through MOBILE6,” 11th CRC On-Road Vehicle Emissions Workshop, San Diego, 
California, March. 

Lindhjem, C.E., and D.A. Guerrieri.  1998.  “Evaluation of Lean NOx Reduction Catalysts for Controlling 
Emissions from Diesel Engines”, Environmental Progress, Spring, 1998, page 48. 

Lindhjem, C.E., D.M. Swain, C.J. Jackson, and G.J. Hoffman.  1998.  “A Method for Comparing Transient NOx 
Emissions with Weighted Steady State Test Results,” Society of Automotive Engineers, SAE-980408.  

Lindhjem, C.E., D.J. Korotney, V. Rao, and M.S. Sklar.  1995.  “Reformulated Gasoline Effects on Exhaust 
Emissions: Phase III: Investigation on the Effects of the Oxygenate ETBE, Sulfur, Olefins, Volatility, and 
Aromatics and the Interactions Between Olefins and Volatility or Sulfur,” Society of Automotive 
Engineers, SAE-950782. 

Lindhjem, C.E.  1995.  “The Effect of Gasoline Reformulation and Sulfur Reduction on Exhaust Emissions 
from Post-1983 and Pre-1990 Vehicles,” Society of Automotive Engineers, SAE-950778. 

Lindhjem, C.E., S.C. Mayotte, V. Rao, and M.S. Sklar.  1994.  “Reformulated Gasoline Effects on Exhaust 
Emissions: Phase II: Continued Investigation of the Effects of Fuel Oxygenate Content, Volatility, Sulfur, 
Olefins, and Distillation Parameters,” Society of Automotive Engineers, SAE-941974. 

Lindhjem, C.E., S.C. Mayotte, V. Rao, and M.S. Sklar.  1994.  “Reformulated Gasoline Effects on Exhaust 
Emissions: Phase I: Initial Investigation of Oxygenate, Volatility, Distillation and Sulfur Effects,” society 
of Automotive Engineers, SAE-941973. 

Lindhjem, C.E., D.J. Korotney.  1993.  “Running Loss Emissions from Gasoline-Fueled Motor Vehicles,” 
Society of Automotive Engineers, SAE-931991. 

Lindhjem, C.E.  1991.  “The Particle Packing and Shape Effects on the Rheological Characteristics of Paper 
Coating Pigments,” Proceedings of the 1991 TAPPI Coating Conference, Montreal, Quebec, Canada, 
TAPPI Press, Atlanta, Georgia. 

Lindhjem, C.E., E.R. Altwicker.  1988.  “Absorption of Gases by Drops,” AICHE Journal, v. 34. pp. 329-332. 
 
SELECTED REPORTS 
Lindhjem, C.E. and Sturtz, T.M., “Development of Emission Estimates for Locomotives in the Kansas City 

Metropolitan Statistical Area,” Prepared for Kansas Department of Health and Environment (KDHE), 
May 13, 2010.  
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Parker, L., Lindhjem, C.E. and others, “Implement Port of Houston’s Current Inventory and Harmonize the 
Remaining 8-county Shipping Inventory for TCEQ Modeling” Prepared for: Texas Commission on 
Environmental Quality, August 18, 2010. 

Lindhjem, C.E. and Sturtz, T.M., “Development of Link-Level Spatial Allocation Methodology for Line-Haul 
Locomotive Emissions in Texas,” Prepared for Texas Commission on Environmental Quality, August 15, 
2009. 

Lindhjem, C.E. 2008. “Evaluation Of Mobile Source Control Strategies For The Houston-Galveston-Brazoria 
State Implementation Plan,” Draft Report, December 2008. 

Lindhjem, C.E. 2008.  “Emission Profiles for EPA SPECIATE Database, Part 2: EPAct FUELS.”  Prepared for 
EPA; Office of Transportation and Air Quality, Ann Arbor, MI.  September. 

Bar-Ilan, A., C. Lindhjem.  2008. “Port of Oakland Berthing Load Study.”  Prepared for the Port of Oakland, 
Oakland, CA.  April. 

Lindhjem, C.E. 2008.  “Emission Profiles for EPA SPECIATE Database.” Prepared for US Environmental 
Protection Agency. January. 

Bar-Ilan, A., C. Chandler-Nogales, C. Lindhjem.  2007. “Massachusetts Diesel PM Emissions Reduction: 
Retrofit Technical Feasibility Analysis.”  Prepared for NESCAUM, Boston, MA. October.  

Lindhjem, C.E. 2007. “Port of Oakland 2005 Seaport Air Emissions Inventory,” Prepared for the Port of 
Oakland, Available online at http://www.portofoakland.com/environm/airEmissions.asp, August. 

Lindhjem, C.E. 2007. “LADCO Nonroad Emission Inventory Project for Locomotive and Commercial Marine 
Emission Sources,” Prepared for Lake Michigan Air Director Consortium by ENVIRON, February. 

Lindhjem, C.E. 2006. “Los Angeles - Hobart Railyard Toxic Air Containment Emissions Inventory,”  
“Commerce Eastern Railyard Toxic Air Containment Emissions,” “Commerce – Mechanical Railyard 
Toxic Air Containment Emissions,”  “Wilmington Watson Railyard Toxic Air Containment Emissions,” 
Stockton Railyard Toxic Air Containment Emissions,” “Richmond Railyard Toxic Air Containment 
Emissions,” ”Barstow Railyard Toxic Air Containment Emissions,” ” San Diego Railyard Toxic Air 
Containment Emissions,” Prepared for BNSF Railway, Available Online at 
http://www.arb.ca.gov/railyard/hra/hra.htm  

Lindhjem, C.E. 2006. “Evaluation Of Mobile Source Control Strategies For The Houston-Galveston-Brazoria 
State Implementation Plan,” Prepared for the Houston-Galveston Area Council, May. 

Lindhjem, C.E. and Yarwood, G. 2004. “Humidity and Temperature Effects on On-road and Off-road 
Emissions and Ozone Formation (HARC Project H8B), Prepared for Houston Advanced Research Center 
(HARC), November. 

Lindhjem, C.E., Shepard, S. 2004. “Development Work For Improved Heavy-Duty Vehicle Modeling 
Capability Data Mining – FHWA Datasets Phase II: Final Report,” EPA Contract No. 68-C-02-022 Work 
Assignment No. 2-6 Prepared for Evelyn Sue Kimbrough, Atmospheric Protection Branch, Office of 
Research and Development, U.S. Environmental Protection Agency, September. 

Lindhjem, C.E., Shepard, S., Pollack, A.K. 2004. “LADCO/MPCA Total Volume And Vehicle Classification 
Temporal Profiles,” Prepared for Lake Michigan Air Directors Consortium, September. 

Lindhjem, C.E. and Pollack, A.K. 2004. “Analysis of EPA’s Draft Plan for Emissions Modeling in MOVES and 
MOVES GHG, Project E-68, Prepared for Coordinating Research Council, Inc., May. 

ENVIRON. 2004. “Cold Ironing Cost Effectiveness,” Prepared for the Port of Long Beach by ENVIRON 
International Corporation, March 30, 2004. 

A. Pollack, R. Chi, C. Lindhjem, C. Tran, P. Chandraker.  2004.  “Development of WRAP MOBILE Source 
Emission Inventories”.  Prepared for Western Governors’ Association, Denver, Colorado.  February. 

A. Pollack, C. Lindhjem, T.E. Stoerckenius , C. Tran,G. Mansell, M. Jimenez, G. Wilson, and S. Coulter-Burke  
2003. “CRC Project E-64 Evaluation of the U.S EPA MOBILE6 Highway Vehicle Emission Factor Model,” 
Prepared for Coordinating Research Council, Inc., December. 

http://www.portofoakland.com/environm/airEmissions.asp
http://www.arb.ca.gov/railyard/hra/hra.htm
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Lindhjem, C.E., A. Pollack, R. Friesen, B. Sylte, D.Calkins, T. McGuire, D. Baldwin.  2003.  “Potential Control 
Measures for Reducing Visibility-Related Pollutants in Maricopa County.”  Prepared for Arizona 
Department of Environmental Quality.  December. 

Lindhjem, C.E., A.K. Pollack, T.E. Stoerckenius, C. Tran, G. Mansell, M. Jimenez, G. Wilson, S.Coulter-Burke.  
2003.  “Evaluation of the US EPA MOBILE6 Highway Vehicle Emission Factory Model.  December. 

Lindhjem, C.E., A. Pollack, C. Tran, T. Stoeckenius, R. J. Downing, R. Schindler, E. Raisanen, D. Konopka, R. 
Sedlacek.  2003.  “Maricopa County 2002 Comprehensive Emission Inventory; For the Cap and Trade 
Oversight Committee.”  Prepared for Arizona Department of Environmental Quality.  October. 

Lindhjem, C.E., Shepard, S. 2003. “Development Work For Improved Heavy-Duty Vehicle Modeling 
Capability, Phase I Final Report,” EPA Contract No. 68-C-02-022 Work Assignment No. 1-7, Prepared for 
Evelyn Sue Kimbrough, Atmospheric Protection Branch, Office of Research and Development, U.S. 
Environmental Protection Agency, September. 

Lindhjem, C.E., P. Chandraker.  2003.  “Updates to Off-Road Mobile Emissions for East Texas.”  Prepared 
for the East Texas Council of Governments. September. 

Lindhjem, C.E., M. Keinath, C. Tran.  2003.  “Literature Survey of Mobile Source Air Toxic Emission Studies.”  
Prepared for Office of Transportation and Air Quality; U.S. Environmental Protection Agency, 
September. 

Lindhjem, C.E., S. Shepard.  2003.  “Development Work for Improved Heavy-Duty Vehicle Modeling 
Capability.”  Prepared for Atmospheric Protection Branch; U.S. Environmental Protection Agency,  
September.  

Lindhjem, C.E.  2002.  “Improving Local Air Emissions Inventories From Nonroad Sources,” Prepared for 
Lake Michigan Air Director Consortium, November. 

Lindhjem, C.E., R.E. Morris, A.K. Pollack, G.E. Mansell, Ph.D., Y. Jia, G. Wilson.  2002.  “ Impact of Biodiesel 
Fuels on Air Quality and Human Health.”  Summary Report.  Prepared for National Renewable Energy 
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Appendix B:  Conflict of Interest Statements 
 

Conflict of Interest and Bias for Peer Review 

 

 

Background 

 

Identification and management of potential conflict of interest (COI) and bias issues are vital to the 

successes and credibility of any peer review consisting of external experts.  The questionnaire that 

follows is consistent with EPA guidance concerning peer reviews.
1
 

 

Definitions 

 

Experts in a particular field will, in many cases, have existing opinions concerning the subject of 

the peer review.  These opinions may be considered bias, but are not necessarily conflicts of 

interest. 

 

Bias:  For a peer review, means a predisposition towards the subject matter to be discussed that 

could influence the candidate's viewpoint.  

 

Examples of bias would be situations in which a candidate: 

 

1. Has previously expressed a position on the subject(s) under consideration by the panel; or 

 

2. Is affiliated with an industry, governmental, public interest, or other group which has 

expressed a position concerning the subject(s) under consideration by the panel. 

 

Conflict of Interest:  For a peer review, as defined by the National Academy of Sciences,
2
 includes 

any of the following: 

 

1. Affiliation with an organization with financial ties directly related to the outcome; 

 

2. Direct personal/financial investments in the sponsoring organization or related to the 

subject; or 

 

3. Direct involvement in the documents submitted to the peer review panel... that could impair 

the individual's objectivity or create an unfair competitive advantage for the individual or 

organization. 

 

Policy and Process 

 

● Candidates with COI, as defined above, will not be eligible for membership on those panels 

where their conflicts apply. 

                                                      
1
 U.S. EPA (2009). Science Policy Council Peer Review Handbook.  OMB (2004).  Final Information Quality Bulletin for Peer 

Review. 
2 NAS (2003).  "Policy and Procedures on Committee Composition and Balance and Conflict or Interest for Committees Used in the 

Development of Reports" (www.nationalacademies.org/coi). 
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● In general, candidates with bias, as defined above, on a particular issue will be eligible for all 

panel memberships; however, extreme biases, such as those likely to impair a candidate's 

ability to contribute to meaningful scientific discourse, will disqualify a candidate. 

 

● Ideally, the composition of each panel will reflect a range of bias for a particular subject, 

striving for balance. 

 

● Candidates who meet scientific qualifications and other eligibility criteria will be asked to 

provide written disclosure through a confidential questionnaire of all potential COI and bias 

issues during the candidate identification and selection process. 

 

● Candidates should be prepared, as necessary, to discuss potential COI and bias issues. 

 

● All bias issues related to selected panelists will be disclosed in writing in the final peer review 

record. 
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Conflict of Interest and Bias Questionnaire 

 

EPAct Study Analysis Peer Review 

 

 

Instructions to Candidate Reviewers 

 

1. Please check YES/NO/DON'T KNOW in response to each question. 

 

2. If your answer is YES or DON'T KNOW, please provide a brief explanation of the 

circumstances. 

 

3. Please make a reasonable effort to answer accurately each question.  For example, to the 

extent a question applies to individuals (or entities) other than you (e.g., spouse, 

dependents, or their employers), you should make a reasonable inquiry, such as emailing 

the questions to such individuals/entities in an effort to obtain information necessary to 

accurately answer the questions. 

 

Questions 

 

1. Are you (or your spouse/partner or dependents) or your current employer, an author, 

contributor, or an earlier reviewer of the document(s) being reviewed by this panel? 

 

YES___ NO_X_ DON'T KNOW___ 

 

2. Do you (or you spouse/partner or dependents) or your current employer have current plans 

to conduct or seek work related to the subject of this peer review following the completion 

of this peer review panel? 

 

YES_ __ NO_X_ DON'T KNOW___ 

 

3. Do you (or your spouse/partner or dependents) or your current employer have any known 

financial stake in the outcome of the review (e.g., investment interest in a business related 

to the subject of peer review)? 

 

YES___ NO_X_ DON'T KNOW___ 

 

4. Have you (or your spouse/partner or dependents) or your current employer commented, 

reviewed, testified, published, made public statements, or taken positions regarding the 

subject of this peer review? 

 

YES_ __ NO_X_ DON'T KNOW___ 

 

5. Do you hold personal values or beliefs that would preclude you from conducting an 

objective, scientific evaluation of the subject of the review? 

 

YES___ NO_X_ DON'T KNOW___ 
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6. Do you know of any reason that you might be unable to provide impartial advice or 

comments on the subject review of the panel? 

 

YES___ NO_X_ DON'T KNOW___ 

 

7. Are you aware of any other factors that may create potential conflict of interest or bias 

issues for you as a member of the panel? 

 

YES___ NO_X_ DON'T KNOW___ 

 

Acknowledgment 

 

I declare that the disclosed information is true and accurate to the best of my knowledge, and that 

no real, potential, or apparent conflict of interest or bias is known to me except as disclosed.  I 

further declare that I have made reasonable effort and inquiry to obtain the information needed to 

answer the questions truthfully, and accurately.  I agree to inform SRA promptly of any change in 

circumstances that would require me to revise the answers that I have provided. 

 

 

Xuming He    

Name 

 

____________________   ______11/15/11________ 

Signature  Date 

 

 
 
 
 
 



 
Page 53 

 

Conflict of Interest and Bias Questionnaire 

 

EPAct Study Analysis Peer Review 

 

 

Instructions to Candidate Reviewers 

 

1. Please check YES/NO/DON'T KNOW in response to each question. 

 

2. If your answer is YES or DON'T KNOW, please provide a brief explanation of the 

circumstances. 

 

3. Please make a reasonable effort to answer accurately each question.  For example, to the 

extent a question applies to individuals (or entities) other than you (e.g., spouse, 

dependents, or their employers), you should make a reasonable inquiry, such as emailing 

the questions to such individuals/entities in an effort to obtain information necessary to 

accurately answer the questions. 

 

Questions 

 

1. Are you (or your spouse/partner or dependents) or your current employer, an author, 

contributor, or an earlier reviewer of the document(s) being reviewed by this panel? 

 

YES___ NO___  DON'T KNOW_X_ 

 

[Chris Lindhjem may have investigated this data on behalf of EPA to develop speciation 

(chemical composition) estimates for emissions from these fuels.  The description of this 

work primarily focuses on regulated emissions, so speciation would not be an element of 

this review.] 

2. Do you (or you spouse/partner or dependents) or your current employer have current plans 

to conduct or seek work related to the subject of this peer review following the completion 

of this peer review panel? 

 

YES_ __ NO___  DON'T KNOW_X_ 

 

[ENVIRON has had a business relationship with an ethanol producer reviewing emissions 

data related to fuel certification.] 

3. Do you (or your spouse/partner or dependents) or your current employer have any known 

financial stake in the outcome of the review (e.g., investment interest in a business related 

to the subject of peer review)? 

 

YES___ NO_ X_ DON'T KNOW___ 

 



 
Page 54 

4. Have you (or your spouse/partner or dependents) or your current employer commented, 

reviewed, testified, published, made public statements, or taken positions regarding the 

subject of this peer review? 

 

YES_ __ NO_X_ DON'T KNOW___ 

 

5. Do you hold personal values or beliefs that would preclude you from conducting an 

objective, scientific evaluation of the subject of the review? 

 

YES___ NO_X_ DON'T KNOW___ 

 

6. Do you know of any reason that you might be unable to provide impartial advice or 

comments on the subject review of the panel? 

 

YES___ NO_X_ DON'T KNOW___ 

 

7. Are you aware of any other factors that may create potential conflict of interest or bias 

issues for you as a member of the panel? 

 

YES___ NO_ X_ DON'T KNOW___ 

 

Acknowledgment 

 

I declare that the disclosed information is true and accurate to the best of my knowledge, and that 

no real, potential, or apparent conflict of interest or bias is known to me except as disclosed.  I 

further declare that I have made reasonable effort and inquiry to obtain the information needed to 

answer the questions truthfully, and accurately.  I agree to inform SRA promptly of any change in 

circumstances that would require me to revise the answers that I have provided. 

 

 

Chris Lindhjem    

Name 

 

 

 

 

_____________________________    January 9, 2012  

Signature  Date 
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Conflict of Interest and Bias Questionnaire 

 

EPAct Study Analysis Peer Review 

 

Instructions to Candidate Reviewers 

 

1. Please check YES/NO/DON'T KNOW in response to each question. 

 

2. If your answer is YES or DON'T KNOW, please provide a brief explanation of the 

circumstances. 

 

3. Please make a reasonable effort to answer accurately each question.  For example, to the 

extent a question applies to individuals (or entities) other than you (e.g., spouse, 

dependents, or their employers), you should make a reasonable inquiry, such as emailing 

the questions to such individuals/entities in an effort to obtain information necessary to 

accurately answer the questions. 

 

Questions 

 

1. Are you (or your spouse/partner or dependents) or your current employer, an author, 

contributor, or an earlier reviewer of the document(s) being reviewed by this panel? 

 

YES___ NO_X_ DON'T KNOW___ 

 

2. Do you (or you spouse/partner or dependents) or your current employer have current plans 

to conduct or seek work related to the subject of this peer review following the completion 

of this peer review panel? 

 

YES_ __ NO___  DON'T KNOW_X_ 

 

In 23 years at QRNL I have worked on a wide range of fuels, engine, and emissions control 

technologies, conducting experiments in engine labs, vehicle dynamometer labs, or 

managing subcontracts at contractor facilities such as SwRI or TRC. I presume that I am a 

candidate reviewer because of this experience. Future work at ORNL could very well be 

related to the subject of the EPAct study, just as much of my past work experience has 

been; however, I do not currently have plans that are related to the EPAct study. 

 

3. Do you (or your spouse/partner or dependents) or your current employer have any known 

financial stake in the outcome of the review (e.g., investment interest in a business related 

to the subject of peer review)? 

 

YES___ NO_X_ DON'T KNOW___ 
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4. Have you (or your spouse/partner or dependents) or your current employer commented, 

reviewed, testified, published, made public statements, or taken positions regarding the 

subject of this peer review? 

 

YES_ __ NO___  DON'T KNOW_X_ 

 

I endorsed using DOE funds to augment the EPA funding for the subject test program. I 

managed a large DOE program (DOE V4 program) from 2008-2011 in which over 80 

vehicles were aged and emissions tested with ethanol blends (at SwRI and TRC). Emissions 

measurements in the V4 program were largely limited to criteria pollutants. Several national 

lab colleagues and I saw value in the detailed exhaust speciation work to be done at SwRI 

under the EPAct program, and endorsed having DOE leverage that effort. DOE funds 

(through NREL contract with SwRI) supported part of the EPAct (DOE V2) project to 

allow a wider range of fuels, including ethanol blends (of particular interest to DOE). I 

shared my position on the matter with DOE sponsors and NREL, ORNL, and EPA 

colleagues in meetings in 2008. I have not testified or published any statements to this 

effect 

 

5. Do you hold personal values or beliefs that would preclude you from conducting an 

objective, scientific evaluation of the subject of the review? 

 

YES___ NO_X_ DON'T KNOW___ 

 

6. Do you know of any reason that you might be unable to provide impartial advice or 

comments on the subject review of the panel? 

 

YES___ NO_X_ DON'T KNOW___ 

 

7. Are you aware of any other factors that may create potential conflict of interest or bias 

issues for you as a member of the panel? 

 

YES___ NO_X_ DON'T KNOW___ 
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I declare that the disclosed information is true and accurate to the best of my knowledge, and that 

no real, potential, or apparent conflict of interest or bias is known to me except as disclosed.  I 

further declare that I have made reasonable effort and inquiry to obtain the information needed to 

answer the questions truthfully, and accurately.  I agree to inform SRA promptly of any change in 

circumstances that would require me to revise the answers that I have provided. 

 

Brian West_________________ 

Name 

 

_____________________________    ___________ 

Signature       Date 
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Appendix C:  Peer Review Charge 
 

Charge to Peer Reviewers of Assessing the Effect of Five Gasoline Properties on Exhaust 
Emissions from Light-Duty Vehicles certified to Tier-2 Standards (EPAct/V2/E-89: Phase 3) 

 
Past fuel effects models, such as the EPA Predictive Model and EPA’s Complex Model, were based 
on data collected using 1990s-technology cars and trucks meeting Tier 0 and Tier 1 vehicle 
emission standards at pollutant levels an order of magnitude higher than compliance levels for 
current Tier2 vehicles. With the current on-highway fleet turning out much lower emitting 
vehicles than in past years, the U.S. Congress, the EPA and a variety of stakeholders are interested 
in generating an updated data set for fuel effects models to guide vehicle emissions policy going 
forward. Further, Section 1506 of the Energy Policy Act (EPAct) of 2005 directed EPA to generate a 
more current fuel effects model representing future gasoline vehicle fleet emissions. Statutory 
requirements such as the one outlined in Section 209 of the Energy Independence and Security 
Act (EISA) of 2007, an anti-backsliding assessment of the effects of increased renewable fuels use 
on air quality, are likewise dependent upon the output of updated fuel effects models. 
 
This report describes the analysis and modeling of data collected in Phase 3 of the EPAct/V2/E-89 
light duty gasoline vehicle fuel effects study (referred to here as “the EPAct program”, or “Phase 3 
of the EPAct program”). This study examined the exhaust emission impacts on vehicles of 
changing levels of five fuel properties (ethanol, T50, T90, aromatics, and RVP (specified as DVPE)) 
in a matrix of 27 gasoline fuels, arranged according to a partial factorial design optimized for 
selected interactions of interest. The range in the levels of fuel properties tested is comparable to 
those seen in current market fuels and in potential mid-level ethanol blended fuels. The test 
vehicle fleet consisted of 15 new 2008 light-duty cars and trucks, selected from among high sales 
makes and models, to provide a representative sample of a fleet of properly-operating vehicles 
meeting the U.S. Federal Tier 2 vehicle emission standards.  Given the relatively low level of 
emissions from these vehicles, a number of design and procedural steps were undertaken to 
minimize the impacts of measurement variability and other artifacts on data quality.   
 
Vehicle emission test data collected in the program included concentrations and rates for typical 
regulated pollutants by bag and by second-by-second collection, plus data for speciated emissions 
for a subset of vehicle emission tests and bags. Complete data was generated for 926 tests, with 
30 additional tests containing valid measurements for regulated emissions. The analysis of this 
data focuses on producing reduced mixed-effect models by emission bag for the pollutants of 
interest (nitrogen oxides, total hydrocarbon, non-methane organic gases and carbon monoxide) 
after screening for outliers and other data quality issues. Fuel effects models were produced using 
the target set of six interactive terms, for which the fuel matrix was optimized, plus a set of terms 
generated by using all possible interactive terms (eleven) and evaluating fit parameters for both. 
A conservative approach was taken on outliers, such that abnormal statistical parameters were 
generally not sufficient to remove data without an underlying measurement or procedural 
problem. Relatively few outliers were removed based on having an unrealistically high value (only 
four measurements, all from the particulate mass emission dataset), but portions of the nitrogen 
oxides data were removed after data quality review suggested some very low-level 
measurements from certain vehicles were suspected to contain a large amount of measurement 
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error. Another issue encountered during analysis was treatment of non-detects (zero values), 
which were addressed via use of Tobit regressions (i.e., the PROC LIFEREG procedure in SAS). 
 
The primary objective of this program is to generate data to produce models with good predictive 
abilities for vehicles and fuels beyond those specifically tested in this program. Thus, minimizing 
retention of terms that are based largely on measurement or design artifact or are otherwise 
overfit to these vehicles and fuels is a concern. 
 
EPA is seeking your expert opinion on the appropriateness of the statistical techniques described 
in the EPAct Study Analysis and their appropriateness in the context of any data accuracy/quality 
issues. Given your knowledge and understanding of the accuracy of the test measurements, has 
EPA chosen the most useful means of statistical analysis? Model validation using external datasets 
and crossvalidation (testing predictive ability using portions of data omitted during model fitting) 
are only addressed briefly here and remain as possible subjects of ongoing report and comment 
and future study.   
 
Some specific areas of focus include the following: 
 

1. Was the process of imputation of NMOG/NMHC results for tests/bags with missing 
speciation data reasonable and statistically sound?  (Section X.X)  

2. Was the decision to remove very low emitting and influential vehicles from the NOx and 
NMOG analyses reasonable?  (Sections 5.5 and 6.1) 

3. Please comment on the use of the “design set” of 11 terms as the basis of the final 
models, versus allowing model to fit all 17 terms, including the adequacy of the 
justification of this decision.  (Section 7) 

4. Comment on the use of the Tobit regression (SAS PROC LIFEREG) for modeling datasets 
with large numbers of censored values.  (Section 5.3) 

5. Comment on the decision to independently model the linear terms and interactions 
between fuel blends as presented in the final results? 

6. Please comment on the methods used to select reduced models.  (Section 5)  
 

In addition to addressing these issues, EPA encourages you to best apply your particular area(s) of 
expertise to review the overall study.   
 
In your comments you should distinguish between recommendations for clearly defined 
improvements that can be readily made based on data or literature reasonably available to EPA 
and improvements that are more exploratory or dependent on information not readily available 
to EPA. Your comments should be sufficiently clear and detailed to allow readers to thoroughly 
understand their relevance to the EPAct Study Analysis.  Please deliver your final written 
comments to SRA International by Friday, January 20, 2012. 
 
All materials provided to you as well as your review comments should be treated as confidential, 
and should neither be released nor discussed with others outside of the review panel.  Once EPA 
has made its report and supporting documentation public, the Agency will notify you that you 
may release or discuss the peer review materials and your review comments with others. 
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Should you have questions about what is required in order to complete this review or need 
additional background material, please contact Brian Menard at SRA (Brian_Menard@sra.com) or 
(434-817-4133). 

mailto:Brian_Menard@sra.com
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Appendix D:  Reviews 
 

Comments on the EPAct Study Analysis 
 

Xuming He 
 
 
 
The report under review describes the analysis and modeling of data collected in Phase 3 of the 
EPAct/V2/E-89 light duty gasoline vehicle fuel effects study. The study examined the exhaust emission 
impacts on vehicles of changing levels of five fuel properties (ethanol, T50, T90, aromatics, and RVP 
(specified as DVPE)) in a matrix of 27 gasoline fuels, arranged according to a partial factorial design 
optimized for selected interactions of interest. A number of design and procedural steps were 
undertaken in this study to reduce the impacts of measurement bias and variability on data quality 
and statistical analysis. Overall, I found the study well designed and carefully analyzed with generally 
accepted modern statistical tools. My comments will focus on the appropriateness of the data 
processing and statistical techniques described in the report, with the purpose of improving the EPAct 
Study Analysis. The item numbers used below (1 – 6) correspond to the prompts given in the email of 
December 22 from Brian Menard. Some additional comments and suggestions are given at the end of 
this review.  
 
1. Imputation of NMOG/NMHC results for tests/bags with missing speciation data  
 
Due to the speciation schedule described in Section 2.2 of the report, most tests in the dataset do not 
have alcohol and carbonyl measurements for bags 2 and 3. As NMOG and NMHC are calculated 
emission results that use speciation data, they could not be computed for the portions of the dataset 
without speciation. The study used imputation based on an alternate measure of hydrocarbon 
emissions to fill in the missing values. Linear location-scale-type models were used to imputation with 
special substitution of value zero for small NMOG. The report made a convincing case that the models 
used for imputation fit the data well, and should result in small errors and variability due to 
imputation.  
 
It seems that the imputed values were deterministic in the study given the variables xNMHC in 
Equations 8-11. If so, statistical variability could be under-reported in the subsequent studies. One 
approach to recommend here is to use multiple imputations to account for the variability. Based on 
the descriptions in the report, I do not think that the additional variability due to imputation would be 
a significant factor, but I would prefer to see a more explicit discussion and examination of this issue 
in the study.  
 
2. Decision to remove very low emitting and influential vehicles from the NOx and NMOG analyses;  
 

Modifying or removing outliers and influential observations could raise questions about the validity of 
a study, especially when ad hoc decisions are made after the data are collected and examined. The 
report paid serious attention to data quality, and described how outliers and influential observations 
were identified.  
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I believe that the decision to use left-censored models in the study is appropriate. This allows linear 
models to remain valid for the data with left end points. Such practices have been used in the 
statistics and econometrics literature. There are, however, several minor issues to deal with.  
 
(a) In Section 5.2, censored measurements were replaced by the minimum positive value measured 
for the emission and bag. This substitution has the potential to lower the variance estimate of the 
statistical models, unless censoring is taken into account in the variance estimates. If the error 
variance estimates are deflated, we would see higher “studentized residuals”, resulting in false 
positives in outlier detection. The issue needs to be carefully examined.  
 
(b) At the end of Section 5.2, it was mentioned that Run 6281 in Bag 3 was removed even though it 
was not flagged as influential. The specific reason for this decision was lacking in the report.  
 
(c) In the analysis of Section 5.3.1, a distinction was made between light censoring and severe 
censoring. In the case of severe censoring, the Tobit regression was used in the data analysis. 
Otherwise, the censored values were substituted. I do not see good reasons for handling the two 
scenarios differently. Why not use the Tobit regression in all cases? The current practice would raise a 
question about the stability and sensitivity of the results if one more or one fewer data point is 
censored.  
 
(d) In Section 5.3.2, both BIC (model selection criterion) and likelihood ratio tests were described and 
used. Although both approaches are valid and useful, they have different goals in mind. Model 
selection based on BIC is to choose models, treating all competing models equally. The chi-square 
tests have a null hypothesis in mind, where the null hypothesis refers to the smaller models in the 
present analysis. Test decisions are designed to protect the null hypothesis, so the competing models 
are not treated equally. When both approaches are used, one needs to be clear how they work 
together, and what are to be achieved. I do not imply that anything has gone wrong here, but this part 
of the analysis needs to be made clearer as to why one cannot simply use BIC.  
 
3, 5 and 6. Use of the “design set” of 11 terms as the basis of the final models, versus allowing model to 
fit all 17 terms, including the adequacy of the justification of this decision; the decision to independently 
model the linear terms and interactions between fuel blends as presented in the final results; the 
methods used to select reduced models. 
  

Table 36 report correlation coefficients between the linear-effects and the additional terms 
(interactions). I would suggest including the canonical correlation between the set of linear-effects 
and the set of interactions. This would assess linearity beyond pairwise correlations.  
The considerations and justifications on finding final models (Section 7.2) were reasonable and well 
thought-out. Because some subjectivity was involved in the final model selections, it is hard for me to 
tell whether each detailed review and scrutiny reported in Section 7.3 is “optimal”. On the other hand, 
there is no single model that is likely to be the best. In reality, it is generally the case that several 
models are (almost) equally good given the limited amount of data, and the final selection can be 
made with some subjectivity. The analyses given in Section 7.3 appear reasonable.  
 
4. Use of the Tobit regression (SAS PROC LIFEREG) for modeling datasets with large numbers of censored 
values  
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I think that the use of left-censored models and the Tobit regression is appropriate. My only question 
here is why the same approach is not taken for cases with light censoring. See my comments under 
Item #2.  
 
Additional suggestions  
I have some additional suggestions, some of which might be useful for future studies. First, if a similar 
study is planned in the future, it would be better to construct specific criteria for removing outliers 
prior to data collection. This would eliminate questions about biased interference in the data 
processing stage. Second, when imputation is used, more careful procedures should be in place to 
account for variability due to imputation. Multiple imputation is a common approach to take. Third, 
some sensitivity analysis using robust statistical methods can be performed to understand the effects 
of outlying/influential points and their handling on the final analysis. Most statistical techniques, 
including linear mixed models and the Tobit regression used in this study, are based on the 
assumption of Gaussian errors. Robust statistical methods can help us understand the impact of non-
Gaussian errors.
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January 20, 2012 
 
 

MEMORANDUM 
 
To: Brian Menard 
From: Chris Lindhjem, ENVIRON International 
Subject: Review of “Assessing the Effect of Five Gasoline Properties on Exhaust Emissions 

from Light‐Duty Vehicles certified to Tier‐2 Standards (EPAct/V2/E‐89: Phase 3) 
Part II: Data Analysis and Model Development” DRAFT REPORT December, 2011 

 
 
INTRODUCTION 

The report, “Assessing the Effect of Five Gasoline Properties on Exhaust Emissions from Light‐ 
Duty Vehicles certified to Tier‐2 Standards (EPAct/V2/E‐89: Phase 3) Part II: Data Analysis and 
Model Development DRAFT REPORT” presents a well‐documented approach to estimating the 
effect that gasoline fuel properties have on late model vehicle emissions. In general, the 
approach to evaluating the data is equal to or more robust than previous efforts, such as the 
complex and predictive models or other fuel effects studies. 
 
The fuel properties in testing matrix used in the evaluation are in two respects quite different 
from previous studies. The higher levels of ethanol, up to 20%, are beyond what any previous 
study has considered. Also, the lack of olefins evaluation data eliminated one fuel parameter 
that was found to have a significant effect on emissions in previous studies. 
 
One issue to be determined is how EPA or others will choose to extend the fuel property 
relationships developed in this report to the general fleet, such as in MOVES. Because vehicles 
will naturally age and may respond differently to fuel properties, these relationships may not 
continue to hold true. These higher emitting vehicles could potentially contribute to the 
emissions inventories out of proportion to their numbers. Care should be taken when extending 
the fuel effects to other vehicles, whether aged late model light‐duty or heavy‐duty gasoline 
powered vehicles. 
 
OVERALL REVIEW 

The approach to modeling is well considered given the low emissions rates of these vehicles and 
the relatively small fuel effects, often below normal detection limits. It was apparent that the 
iterative process using not only novel statistical techniques (compared with other fuel effects 
evaluations), but an understanding of the testing limitations (low emission rates coupled with 
detection limits) was a necessary method to determine relevant fuel parameters to include in the 
evaluation. 



 

I agree with the approach of limiting the number of statistically fit terms (especially the 
second order terms) to only those that assist in explaining the fuel effects. Perhaps the 
discussion of the magnitude of the residuals could further highlight the lack of impact of terms 
that have been dropped from the correlations such as in Figure 70, where a trend may exist, 
but is relatively small in magnitude. 
 
The overall statistical approach is sound using several methods to discover and systematically 
eliminate terms. The approach to identify influential data used appropriate physical 
(investigate detection limits and other laboratory variables) and statistical (significance level, 
BIC, and residual evaluation) methods to eliminate or keep data. 
 
SPECIFIC COMMENTS 

I was unable to find the earlier reports “EPAct/V2/E‐89” referenced in the document, 
presumably “Assessing the Effect of Five Gasoline Properties on Exhaust Emissions from Light‐ 
Duty Vehicles certified to Tier‐2 Standards: Part I ‐ Study Design and Execution 
(EPAct/V2/E‐89 Test Program Final Report)”. This report likely describes in better detail why 
the fuel blending program could not produce an orthogonal fuel matrix. Likewise, questions 
about the measurement, vehicle conditioning, and other issues are not addressed in Part II. 
This makes it difficult to assess the relevance of the modeling. 
 
For example, this statement on Page 36 (“The alternate measure “NMHC as measured by FID” 
(NMHCFID), was collected for the entire dataset, and it very tightly correlated with both NMOG 
and “true” NMHC. It is thus possible to estimate NMOG and NMHC results for tests without 
speciation by using correlations generated from those with speciation. This technique 
essentially estimates the offset between the response of the FID and the fully characterized 
emission stream, due to the incomplete measurement of oxygenates by the FID. For NMOG, this 
estimated value is typically between 2‐20% higher than the NMHCFID measurement, depending 
on emission bag and fuel ethanol level.”) refers to an apparently unique measurement NMHCFID 

and data handling approach, and it would be useful to understand this measurement in order 
to understand the validity of this statement. The correlation (described in section 3.2 
Imputation of Speciated Hydrocarbons (NMOG, NMHC)) of NMHCFID to NMOG and NMHC 
appears to indicate that fuel ethanol level has no effect on this correlation (same slope for all 
levels of ethanol, Tables 10, 11 & 13, 14) for Bag 2 and 3, but an ethanol slope term for Bag 1. 
Yet, the correlations of acetaldehyde, formaldehyde, and ethanol in Table 82 for Bag 2 
demonstrate ethanol still increases these oxygenated species and so should increase NMOG 
(consisting usually of NMHC + oxygenated carbon). Perhaps there is something unique about 
this NMHCFID measurement that allows oxygenated species to be measured at some level. 
However, the approach to correlating NMOG and NMHC with NMHCFID appears inconsistent for 
Bags 2 and 3 compared to Bag 1. 
 
EDITORIAL SUGGESTIONS 

There are numerous editorial corrections that need to be made, but most have already been 
noted in the document itself or are obvious from WORD program review. What follows are 
specific suggestions either for improving the flow or for feedback that would not otherwise 
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be considered during normal editing. The original line is provided in “quoted italics” and the 
suggestions, questions, or comments appear in suggested edits (strikethrough or red) or flat 
text. 

 

Page 9 
 

Statement “The analysis involved ongoing and iterative interaction between statistical 
modeling and additional physical and chemical review of the data.” Page 23 “The final design is 
the result of an iterative process involving interactions between research goals, the feasibility of 
fuel blending, and experimental design.” 
 
Comment The term “interaction” should refer only to statistically fitted second order terms 
where fuel parameters are mixed, such as ZZea , to represent the second order ethanol x 

aromatics term. The statement above appears to use “interaction” in a different context and 
so is confusing. EPA should also search all other uses of “interaction” to ensure that there is no 
confusion. 

 
Statement “The models reported in this section are as parsimonious concise as the data 
and subject‐matter knowledge allow.” 

 
Page 13 
 

Statement “Ethanol: taken in isolation, the models indicate that increasing ethanol is 
associated with increases in all emissions, both for cold‐start and hot‐running emissions. 
The sole exception to the pattern is CO, for which the response to added ethanol is lower CO 
emissions during start but inconclusive for running conditions. fuel properties appears to change 
between start and running.” 

 
Statement “Note that this generalization does not account for the effect of interactions 
between RVP and other properties, which are in some cases larger than the underlying linear 
effects.” 
 
Comment I see only two RVP interacting terms affecting only running THC (not NMOG or 
NMHC) and start CO, and this statement only appears to be true for the CO start emissions. I 
would suggest either stating this more plainly or striking the comment. Or does this line refer to 
fuel properties that are affected when RVP is modified? For example, reduced T50 or diluted 
aromatics occur when lighter compounds are added to increase RVP; then this statement 
would be true for the other fuel properties than just for RVP. 

 
Page 22 
5 “This parameter was measured as DVPE, but for simplicity and consistency, we will refer to it 
as “RVP.”” 
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Page 181 
 

Statement “14 The typical hydrocarbon analyzer used for emission testing uses a flame 
ionization detector (FID), which is calibrated to accurately count carbon atoms that are 
bonded to hydrogen. Carbons bonded to oxygen, which occur in carbonyl and alcohol 
emissions from burning ethanol fuels, are not accurately counted by the FID, and thus 
emissions from ethanol fuels require additional characterization methods to properly quantify 
as NMOG or VOC.” 

 
Comment This statement is generally, but not strictly, accurate in that most FID units are 
calibrated on propane, and the hydrocarbon measurement assumes that all carbons in the 
sample respond the same as the carbon atoms in propane. Hydrocarbons do not necessarily 
respond identically as propane carbon atoms do, but carbons bound to oxygen respond at a 
rate order(s) of magnitude lower. The error for most hydrocarbons has been considered 
insignificant. The response to oxygenate carbons has been historically considered to be 
insignificant compared with other hydrocarbons in the sample, so carbonyl and alcohol 
compounds determined through alternative methods are added to the NMHC weight measure 
as the weight of single carbon aldehyde (formaldehyde) and alcohol (methanol). The 
different composition of hydrocarbons and any FID response to oxygen‐bound carbon 
influence the NMHC measurement, but those influences are considered minor. With lower 
emission rates of 
these newer vehicles, these assumptions may not be as appropriate as for older vehicle 
designs with higher emission rates. In addition, does the ‘typical hydrocarbon analyzer’ differ 
from the NMHCFID measurement that needs to be correlated with NMHC before the statistically 
modeling proceeds? 
 

Page 182 
 

“8.2.2.4 Vapor Pressure” 
 

Comment I found this section description (and others that rationalize the effect modeled) more 
of an unsatisfying hand waving exercise to justify what the data was telling. If indeed the older 
studies and this most recent evaluation are to be believed, then the modeled effect may be 
temperature dependent when at high temperature the feedback of vapors to the engine may 
affect the emissions opposite to that modeled here. The suggestion is to limit the speculation 
to the results of the analysis presented and note other references if the effect found needs to 
be justified. 
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Brian West, ORNL, westbh@ornl.gov 865-946-1231 January 2012 

 

Review of “Assessing the Effect of Five Gasoline Properties on Exhaust Emissions from 
Light-Duty Vehicles certified to Tier-2 Standards (EPAct/V2/E-89: Phase 3) - Part II: 
Data Analysis and Model Development - DRAFT REPORT (December 2011)” 
 
The report is long and contains tremendous detail regarding the statistics and modeling 
approaches used in analysis of the EPAct/V2 data from the SwRI program. Considering 
its length and the technical detail, the report is well written and well organized. Several 
recommended edits and comments are provided in the marked up report, to correct 
typos or improve clarity. As an example, many figures could use larger fonts before final 
publication. Several cited references (especially Part I of the same report and the 
appendices) appear unavailable at present, and there are a few missing figures and 
references. But overall it is a very good draft. 
 
This reviewer has over 20 years experience in engine, emissions, and vehicle testing, 
but limited experience with many of the statistical methods and modeling approaches 
described. To the extent possible in the short time available, methods and terms were 
researched and explored while reviewing the EPA document. Explanations and 
approaches appear largely reasonable. Some specific questions are noted in comments 
in the report. For example, the Bayesian Information Criterion (BIC) is used to 
determine goodness of fit. In one example, the BIC for the full model starts out at >2900 
and decreases by 0.1-0.2% for subsequent reduced models. The discussion refers to “a 
steady decrease” in BIC. The reviewer suggests the significance of such a small change 
in BIC be discussed further. While the reduction in BIC appears insignificant, the fact 
that BIC is not increasing is perhaps the justification to use the reduced model (sec. 
5.3.2). 
 
The authors appear to have taken great care to ensure that models are as 
representative as possible, and to avoid overly complex models or overfitting. The 
handling of “nondetects” appears reasonable. There is rigorous treatment and 
discussion surrounding background measurements, analyzer drift, limits of quantitation, 
censoring of data, etc. Nonetheless, the complexity of the problem makes it difficult to 
see whether all of the objectives were achieved or rather that some of the apparent 
results are any more than artifacts of an intricate math problem. As an example, all 
emissions data are shown by vehicle and include all tests on all fuels, to show the range 
of measurements for a given pollutant, by vehicle. These are very informative charts. 
However, no data are shown to demonstrate the test-to-test repeatability for a given 
vehicle with a given fuel. Several figures (such as Figures 13-21) show averages, but 
would be more informative if range bars were shown to indicate max and min or 
perhaps interquartile range, or perhaps scatterplots with all data points. 
 
Authors discuss taking care to not overfit or model random scatter (which is good), in 
fact stating that the Bag 3 models may be more vulnerable to measurement error due to 
the extremely low emissions, and opting not to report model coefficients for Bag 3 
results. The reviewer agrees with and commends this decision. Handling of extremely 
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low measurements is difficult, and the authors discuss this issue extensively and 
convincingly. However, when it comes to the PM emissions measurement, there could 
be additional discussion and justification. For instance, one issue that deserves 
additional discussion is the lack of tunnel blanks for background PM. Data from a few 
example tunnel blanks could provide convincing evidence of the zero background 
assumption. Furthermore, control data should be shown, or at least cited, to support the 
assumed level of error (± 1 μg) in the PM filter weight measurements. The authors 
mention discussions with EPA staff as the basis for the assumed level of error. As the 
authors know, PM measurement is very sensitive to measurement precision and 
accuracy, with temperature, humidity, buoyancy effects, static charge and other factors 
greatly influencing results. In SAE 2005-01-0193, the authors detail exhaustive 
measures to attain an accuracy of better than ± 1 μg in their filter weights. Please 
provide evidence of the stated PM measurement error. 
 
In Section 7, mean residuals are plotted, presumably to demonstrate the quality of the 
models. It would be interesting to see range bars on the data points to show the range 
of individual residuals. 
 
Models should be validated against independent datasets, as discussed in section 8. 
 
Some specific questions were provided for consideration during the review: 
 

1. Was the process of imputation of NMOG/NMHC results for tests/bags with missing 
speciation data reasonable and statistically sound? (Section X.X) Estimating NMOG from 

available NMHC appears reasonable and is consistent with what was done in the DOE 
V4 program (ORNL/TM-2011/234 and ORNL/TM-2011/461). For a given ethanol level, 
NMOG emissions have been shown to be a linear function of NMHC emissions. 

 
2. Was the decision to remove very low emitting and influential vehicles from the NOx and 
NMOG analyses reasonable? (Sections 5.5 and 6.1). These discussions were largely 

reasonable and convincing; however one case (run 6281) was not explained. 
 

3. Please comment on the use of the “design set” of 11 terms as the basis of the final models, 
versus allowing model to fit all 17 terms, including the adequacy of the justification of this 
decision. (Section 7). This approach seems reasonable based on the discussion. 

 

4. Comment on the use of the Tobit regression (SAS PROC LIFEREG) for modeling datasets with 
large numbers of censored values. (Section 5.3). This approach seems reasonable, although 

I would like to see “large” and “small” censoring levels explained further. Censoring of 
less than 5 values is considered small. Why? With over 900 datapoints, could the limit 
be set at a higher number? Please explain. 
 

5. Comment on the decision to independently model the linear terms and interactions between 
fuel blends as presented in the final results? This approach seems reasonable based on the 

discussion. 
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6. Please comment on the methods used to select reduced models. (Section 5). This 

discussion was convincing, although I am not an expert in this area. I understand that 
reduced models have lower likelihood of the models describing the random error rather 
than the underlying fuel effects. 

Brian West 
 
Additional comments on the Draft Report 
 
(p.8) The program was conducted in three phases. Phases 1 and 2 were pilot efforts involving 
measurements on 19 light-duty cars and trucks on three fuels, at two temperatures.  This work was 
completed at Southwest Research Institute between September 2007 and January 2009.  Have these 
results been published? 
 
(p.8) An initial sample of 19 test vehicles was chosen with the intent of representing of the latest-
technology light duty vehicles being sold at the time the program was being launched (model year 
2008). 
 
(p.9) Speciation also allowed independent analyses of selected toxics including acetaldehyde, 
formaldehyde, acrolein, benzene and 1,3-butadiene.   
 
(p.9) This approach was followed for several reasons: (1) the candidate fuel effected identified for study 
were selected because we anticipated that they could be important for one or more emissions.  Not 
clear.  Candidate fuels?  Or candidate fuel effects? 
 
(p. 10) In generation of emissions, the effects of different fuel properties are not separable, in that it is 
difficult to modify one property without affecting one or more of the others.   
 
(p. 10) However, the coefficients for different fuel properties can be directly compared, allowing 
assessment of the relative importance of the effects of the fuel properties on the emissions constituent 
being modeled. 
 
(p. 13) Ethanol:  taken in isolation, the models indicate that increasing ethanol is associated with  
increases in all emissions, both for cold-start and hot-running emissions. The sole exception to the 
pattern is CO, for which the response to fuel properties appears to change between start and running. 
The effects are strongest for PM, NOx and NMOG, although presumably, the underlying physical 
processes could vary.  Interestingly not consistent with V1 (ORNL/TM-2008/117) or V4 (ORNL/TM-
2008/234).  Increasing ethanol (in splash blends with certification gasoline) decreased NMHC and THC 
(FID_HC), while NMOG was relatively flat.  Ethanol and acetaldehyde increased, of course.  V1 used 
LA92 but V4 used FTp. 
 
(p. 13) Cold-start (Bag 1) CO and hot-running THC both have small decreases in emissions with 
increasing aromatics.  In terms of magnitude, the pattern is similar to ethanol, with PM, NOx and NMOG 
showing the strongest effects. 
 
(p. 16) Since data on Tier 2 vehicles are critical to understanding the impact of fuel property changes on 
the onroad vehicle fleet as increasing volumes of biofuels are introduced, EPA entered a partnership 
with DOE and CRC to undertake the largest fuels research program conducted since the Auto/Oil 
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program in the early 1990s.  This program is aimed specifically at understanding the effects of fuel 
property changes on regulated and selected unregulated exhaust emissions from later technology Tier 2 
vehicles. 
 
(p. 16) This report describes the analysis of the dataset collected in Phase 3 of the EPAct/V2/E-89 
program, conducted at Southwest Research Institute in San Antonio, Texas.  A separate report 
describing the program design and data collection activities is available, but an overview is provided 
below.  This report does not appear to be publicly available at this time (January 2012) 
 
(p. 17) These five parameters were selected based on previous studies on older vehicles as having 
potential to affect exhaust emissions [cite].  Missing reference. 
 
(p. 17) The parameter ranges to be covered for T50, T90, aromatic content, and RVP were selected to 
represent the range of in-use fuels based on a review of the Alliance of Automobile Manufacturers’ 2006 
North American Fuel Survey [cite?].  Missing reference. 
 
(p. 17) Test fuel parameter ranges were originally drafted to span roughly the 5th to 95th percentiles of 
survey results for in U.S. gasoline, though some test fuel parameters were adjusted after the actual 
blending process began. 
 
(p. 18) An initial sample of 19 test vehicles was chosen with the intent of representing of the latest-
technology light duty vehicles being sold at the time the program was being launched (model year 
2008).  In terms of regulatory standards, the test sample was to conform on average to Tier 2 Bin 5 
exhaust levels and employ a variety of emission control technologies, to be achieved by including a 
range of vehicle sizes and manufacturers.  I recall EPA staff indicating (c. 2007) that the list of vehicles 
was a projection of future technology and/or engine families 
 
(p. 20) After some consideration, study participants agreed to rely on the aggregate data, while applying 
appropriate techniques do to address the resulting “censoring” of the data at low end of the range of 
values.  Who are the “study participants?” 
 
(p. 21) The methods used were very similar to those used for the modeling of the other emissions, with 
modifications to address issues of study design and measurement specific to these compounds. 
 
(p. 22) The design and implementation of the study, including the aspects of fuel blending, 
measurement methods and logistics are described in a separate report4.Error! Bookmark not defined.  
Missing reference. 
 
(p. 22) It is well known for fuel properties to be moderately to strongly correlated. 
 
(p. 22) 1 This parameter was measured as DVPE, but for simplicity and consistency, we will refer to it as 
“RVP.” 
 
(p. 25) Measurement methods are discussed in detail in the testing report4.  Missing reference. 
 
(p. 27) In addition to correlations among the linear effects and interactions, and correlations among 
interactions, we can see one fairly strong correlations among the linear effects, specifically, between 
etOH and T50 (R = -0.57). 
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(p. 31) As one-stage standardization did not neutralize correlations among model terms, we applied a 
second stage of standardization to the 2nd order terms.  This report does not appear to be publicly 
available at this time (Jan 2012) 
 
(p. 32) Table 8 shows that the combination of one- and two-stage standardization neutralizes the 
remaining correlations, with the exception that between the etOH and T50 linear effects, as previously 
described.  Unclear “that between the etOH and T50 linear effects [what]” 
 
(p.33) In this constant volume sampling system, the vehicle exhaust is mixed with a large amount of 
filtered dilution air, and a small portion of this stream is continuously withdrawn to fill a sealed bag over 
the course of a test cycle. 
 
(p. 33) Its primary disadvantage is that the overall dilution ratio of background air to exhaust must be 
fixed for an entire test, and is set relatively high to avoid condensation of water vapor within the system 
during periods of high exhaust flow. 
 
(p. 35) 1 This assessment of the situation ignores the possibility that the vehicle actually consumes or 
destroys a given pollutant species during parts of the test cycle, resulting in periods of “negative 
emissions”, such that the average emission level over a test is truly zero.  While situations may occur 
over a limited period for some emissions in a highly polluted environment, e.g., PM or NMHC in 
congested traffic, it is highly unlikely in an emission test cell. 
 
(p. 36) For these reasons, the decision was made not to replace zeros in the dilute bag dataset with 
integrated continuous measurements.  Agree with this decision. 
 
(p. 36) Rather, these measurements to were treated as “censored.” 
 
(p. 36) The alternate measure “NMHC as measured by FID” (NMHCFID), was collected for the entire 
dataset, and it very tightely correlated with both NMOG and “true” NMHC. 
 
(pp. 36-37) Based on strong correlations between these species, we developed statistical models to 
impute NMOG and NMHC from corresponding NMHCFID measurements.  See ORNL/TM-2011-461 
 
(p. 37) On this basis, we fit linear models for NMOG and NMHC in terms of NMHCFID. 
 
(p. 37) Scatterplots of NMOG vs. NMHCFID for Bag 2 are presented in Formatting. 
 
(p. 38) For the bag 2 and 3 models, the counterpart to Equation 8 is Equation 11, which simplifies for 
blends other than E0 similarly to Equation 8, except that the slope term is always as in Equation 9. 
 
(p. 50) At the outset, it is helpful to get an overview of the raw results, sorted by vehicle and fuel, which 
gives an initial impression of variability among vehicles and fuels, as well as within vehicles.  Agreed.  
Also would be helpful to show variability of individual vehicles on individual fuels. 
 
(p. 51) A linear-effects plot for ethanol is shown in Figure 13, which suggests that an ethanol effect is 
visible when the data is are averaged across the other four fuel properties. 
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(p. 51) Trends for individual vehicles show a general increase in NOx with increasing ethanol, with some 
exceptions.  Consistent with prior studies ORNL/TM-2011/234; SAE 2009-01-2723 
 
(p. 52) It is necessary to go a step further, and look at “interaction” or “conditional effects” plots, 
starting with the interaction of ethanol and T50, which deserves special attention because…. 
 
(p. 52) In the plot for etOH×T50 (Figure 18), the view seems to indicate an upward trend from E0 
through E20, but with some downward curvature above E10.  Show all data?  How much scatter is 
there in NOx for these cases? 
 
(p. 52) At first glance, the trend appears to “zig-zag,” from low to high.  Test to test variation of Bag 1 
NOx in V1 study (LA92 cycle) ranged from 10% to over 100% (same veh, same fuel). 
In V4 program (FTP, not LA92), range of weighted composite NOx approached 100% in some cases.  
How do you ensure that coincidental test-to-test variation is not erroneously attributed to a fuel 
effect? 
 
(p. 64) As in Bag 1, variability for most individual vehicles spans one third to half an order of magnitude. 
Missing reference? 
 
(p. 64) The effects for T50 and T90 are similar in that the trends across the five T50 levels and three T90 
levels are similar, with no overall trend apparent, for the same reasons noted above for Bag 1 (Figure 26, 
Figure 27).  Missing reference? 
 
(p. 76) The variability within vehicles is about 1-1.25 orders of magnitude.  Missing reference? 
 
(p. 76) The Linear Effects plot for ethanol shows some mixed results (Figure 33), but with an apparent 
increase from 0% to 10% ethanol, followed by a leveling or decline at higher ethanol levels.  Decline 
would be expectation.  Increase from E0 to E10 is odd 
 
(p. 77) The Linear Effects plot for T90 is clearly suggestive of an overall positive effect, when considering 
all vehicles (Figure 37). 
 
(p. 77) The left-hand point represents the same fuel as the left-hand point in the green trend in the 
previous plot. 
 
(p. 77) In contrast, the plots for ethanol and aromatics are suggestive of a positive or “reinforcement” 
interaction.   In the etOH × arom view (Figure 40),  the trend for the higher aromatics level (green) 
appears steeper than for the lower aromatics level (black). Similarly, in the arom × etOH view ( Font. 
 
(p. 77) In Figure 41.5, the etOH × T90 plot does not appear to suggest interaction, if we discount the 
green trend (T90=325°) as representing only two fuels.  Missing figures 
 
(p. 91) We assume that a very small but positive measurement existed but was not captured and 
quantified.  Assigning a value of zero to these observations is an example of a common approach to 
censoring of observations, known as “substitution.”  In this approach, a small but fixed quantity is 
substituted for the censored observations.  Values used for substitution include zero, as mentioned, or 
small but positive quantities such as the smallest observation, a multiple of the smallest observation, the 
limit of quantitation (LOQ) or half the limit of quantitation (LOQ/2). The degree of censoring varied 
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widely by emission and bag, as shown in  Table 2.   At different stages of the analysis, we addressed 
censoring in different ways.  These various approaches all make sense.  Suggest adding couple of 
sentences about the various bags of the LA92.  Bag 1 is cold with majority of emissions, hence less 
censored values.  Bag 2 is hot, but includes some open-loop operation due to hard acceleration.  Bag 3 
is hot start bag with very low emissions, hence majority of censored values. 
 
(p. 92) Table 25.  Numbers of Censored Measurements, by Emission and Bag.  Suggest showing total 
number of tests (in title or footnote). 
 
(p. 93) In this initial step, censored measurements were replaced with the minimum positive value 
measured for the emission and bag.   Minimum across all vehicles and fuels? 
 
(p. 94) As a measure of influence, we calculated the externally studentized or “studentized-deleted” 
residual (r-i).  Divided by an estimate 
 
(p. 94) Table 17.  Counts of Influential Measurements, by Emission and Bag (with “influential” defined as 
having a studentized-deleted residual ≥ 3.5 or ≤ -3.5).  Suggest including total number of measurements 
or observations 
 
(p. 95) An additional measurement in Bag 3 (run 6281) was removed, even though it was not flagged as 
influential.  Explain further? 
 
(p. 95) The full sets of terms in the optimized design include terms anticipated to be meaningful for any 
of the emissions to be measured.  However, it was not anticipated that all the terms included would 
necessarily be meaningful for all emissions in all bags. A closely related goal is to develop models that 
would be, to the extent possible, explicable in terms of knowledge of the relevant physical and chemical 
processes.  Parsimonious models are preferred over full models for this purpose, as their simpler 
structure makes their behavior easier to assess and explain.  Finally, with respect to explicability, it is 
much preferred to minimize the potential for overfitting, which could reduce the generality of models 
selected for prediction.  To guide the process, we adopted several assumptions, described below.  
Model describes the random error rather than the desired underlying relationship.  Good discussion. 
 
(p. 96) For minimal levels of censoring, defined as five or fewer censored measurements (ncensored ≤ 5), 
we elected to substitute the minimum positive measured value for the missing measurements.  After 
substitution we fit mixed models as described above.  N<5 seems reasonable if Total number of 
samples is large.   Suggest noting Ntotal here.  Why 5? That is, why not 4 or 6 or 10?  Is 5 arbitrary or is 
there a citable reference to why 5? 
 
(p. 99) At each step, we tested the goodness-of-fit of each reduced model against that of the full model 
using a likelihood-ratio test. 
 
(p. 100) In this case, the BIC declines steadily as terms are removed, indicating an improvement in fit for 
each successive reduced model.   Declining steadily by 0.1 to 0.2% does not seem significant or 
important.  Is the improvement cited below truly due to the simpler model?  Perhaps, but is the BIC 
really an accurate indicator? 
 
(p. 101) Table 20.  Model Fitting History for PM, Bag 1 (FM9 selected as best-fit model).  Is the sensitivity 
of BIC such that there is a significant difference between 2862 and 2867?  Six significant figures and 
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0.1% change in BIC does not seem important.  If this is important or significant, it should be explained. 
Perhaps the important point is that BIC is NOT INCREASING as the model is simplified, thus justifying 
the simpler model? 
 
(p. 102) All models based on the 16-parameter full model, as shown in Equation 14 are….. 
 
(p. 107) The approach to analysis of censored measurements, as described in 5.3.2, was also adopted 
based on guidance from the author of the DOE research.  No public documents can be found on the 
EPAct/V2 study. 
 
(p. 107) Thus, in running these models, censored values were replaced in with the minimum positive 
measured value in each bag for each emission. 
 
(p. 116) This observation led to a closer examination of measurement error in the dataset. 
 
(p. 116) If this program were simply trying to quantify the magnitude of NOx emissions from such 
vehicles, this level of error may be acceptable.   
 
(p. 116) However, since we are looking for meaningful differences in emissions between fuels, this large 
relative error is particularly problematic.  Key point.  Meaningful differences. 
 
(p. 117) This condition would be expected to give a zero result as discussed in Section 3.1. 
 
(p. 117) This suggests it likely has higher measurement noise than data from the other vehicles, and thus 
many measurements may not be reliably distinguishable from background levels.  Good 
 
(p.118) The data for the Sienna, though similar in their range of sample and background measurements, 
was were not found to be exceptionally influential to model-fitting and therefore was were not removed 
from the dataset. 
 
(p. 120) After the test is conducted, the filters are removed, placed back into the clean containers, and 
returned to the clean room. 
 
(p. 120) In this program, dilution air was HEPA-filtered and presumed to be free of PM, so there was no 
background filter sample collected for later subtraction as is typical with other emissions.  Why no 
tunnel blanks to prove this assumption? 
 
(p. 120) Discussion with EPA staff experienced with PM measurement suggests that for the data as 
collected in this program a variability of ±1 μg should be applied to all filter weights.  Considering that 
the net PM result is calculated by subtracting two filter weights (average dirty minus average clean), it 
should be understood to have a variability range of ±2 μg, as the measurement error applies to both 
weights.  Therefore, a net weight gain of 10 μg would have a relative error of 20% associated with it, a 
figure of the same order of magnitude as the fuel effects this program attempts to capture.  Need to cite 
reference(s) or present data to establish this level of error.  For example 2005-01-0193. 
 
(p. 124) Figure 564 and Figure 575 show net measurements as a percentage of sample for bags 2 and 3, 
as an attempt to understand the magnitude of the nets relative to the measurement error where nets 
are small. 
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(p. 124) Two vehicles (Odyssey, Sienna) have the majority of points below those of other vehicles. 
 
(p. 124) Plots of ambient and sample for bags 1-32 are shown in Figure 58, Figure 59, and Figure 60, 
followed by examination of nets as percentage of sample for bags 2 and 3 in Figure 61 and Figure 62. 
 
(p. 138) At this point it is important to note that the results reported below differ from those reported 
above in 5.3, as well as from those reported for the DOE analysis8.  Missing reference 
 
(p. 149) Interaction plots for selected terms are shown in  Figure .  Y axis title is “mean measurement.”  
Isn’t this a modeled result, not a measured result?   
 
(p. 149) It is interesting to note that while (d) and (f) appear somewhat similar visually, the model 
considers the aromxT90 interaction highly significant but the RVP×T90 interaction insignificant.  Explain 
 
(p. 149) Another way of viewing the interactions is to average and plot the residuals of the linear effects 
model.  Compare modeled results to measured results.  Mean is good, but would also be nice to see 
the range of residuals.  Mean can be close to zero, but how much variation is there? (average of + 20 
and -20 is zero). 
 
(p. 150) < insert physical interpretation of these interactions here?>  Yes 
 
(p. 151) Figure 65.  ln(CO) (Bag 1): Two-way Conditional Effects Plots for Three Interactions and one 
Quadratic term, viewed with respect to Both fuel Parameters : (a) Ethanol×Aromatics, (b) 
Aromatics×Ethanol, (c) Aromatics×T90, (d) T90×Aromatics, (e) RVP×T90, (f) T90×RVP, (g) etOH×etOH.  
Typo in fig c and e. T90 blue should be 300 
 
(p. 153) Figure 66.  CO (Bag 1): Mean Residuals for the Linear Effects Model, vs. Target Fuel Properties 
for three Interactions: (a) Ethanol × Aromatics, (b) Aromatics × T90, and (c) RVP × T90, and the quadratic 
term etOH×etOH.  Blue T90=300 
 
(p. 158) Another possibility is that the effect of T50 in this presentation is masked by variation in RVP 
and T90 levels across these fuels. 
 
(p. 161) Figure 69.  NOx (Bag 1): Mean Residuals for the Linear Effects Model, vs. Target Fuel Properties 
for four pairs of terms: (a) Ethanol × Aromatics, (b) Aromatics ethanol, (c) Aromatics × T90, (d) 
T90×Aromatics, (e) RVP × T90, (f) T90 × RVP, (g) ethanol × T50, (h) T50 × etOH.  Same comment as 
above.  Mean residuals look good.  What is range of individual residuals?  Perhaps add error bars to 
show min and max or perhaps interquartile range of residuals? 
 
(p. 164) The relations among the ethanol, aromatics and RVP coefficients are similar to Bag 1 and to 
each other, except that the aromatics coefficient is slightly higher than the ethanol coefficient for 
NMOG, while ethanol is more important to than aromatics for NMHC. 
 
(p. 164) As in Bag 1, the etOHxarom and etOHxT50 interactions are reinforcements, whereas the 
etOHxRVP interaction is an interference (etOH positive, RVP negative, interaction negative). 
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(p. 165) One is that the magnitudes of corresponding coefficients are generally larger for Bag 1 than for 
Bag 2 emissions, suggesting that the effects of fuel properties are more pronounced for “cold start” than 
for “hot running” emissions.  As expected! 
 
(p. 169) When starting with the 16-term model, the reduced model retains includes RVP and T90 linear 
terms (both insignificant), plus two interactions not included in the design model: arom×T90 and 
RVP×T90. 
 
(p. 169) The reasons for these differences are not apparent, but it is clear that the relations among NOx, 
etOH and T50 are complex   Or nonexistent? 
 
(p. 169) It may be appropriate to consider whether the Bag 3 results may be more vulnerable to 
measurement error attributable to low sample measurements relative to background, given the issues 
with measurement discussed in 6.1.1 (page 116).  Yes 
 
(p. 176) Ethanol:  taken in isolation, the models indicate that increasing ethanol is associated with  
increase in all emissions, both in bags 1 and 2. 
 
(p. 178) This question does not arise in the context of model application, but rather with respect to 
model validation, in that the datasets available for validation include data that represent emissions from 
pre Tier-2 vehicles.  Such as the DOE V1 and/or V4 datasets?  Have the models been 
compared/validated against V1 or V4 data?  Note that V1 used splash blends and ran the LA92 cycle.  
V4 tests also used splash blends but ran the FTP. 
 
(p. 180) The results of the present study are consistent, showing an increase in NOx emissions with an 
increase in ethanol level, regardless of whether it is from a statistical analysis of an orthogonal change in 
ethanol alone or when changes in other fuel properties typical of splash or match blending are included. 
 
(pp. 180-81) Thus, despite much lower overall emission levels that have been achieved in Tier 2 vehicles 
through improved fuel control and catalyst efficiency, the effect of ethanol on combustion and 
aftertreatment(?) appears to persist in certain modes of operation such as cold-starts and transients 
during warmed-up operation.  Effect of ethanol on NOx emissions may be related to exhaust 
stoichiometry and catalyst efficiency more so than (or in addition to) changes in engine-out NOx.   
 
(p. 181) [Should we address effect on THC/NMHC as well?]  Yes.  Note that NMOG in V4 was not 
affected by ethanol, but FID_HC and NMHC decreased (with splash blends). 
 
(p. 181) In the present study NMOG decreased with decreasing aromatics content, in agreement with 
earlier studies.  Or increased with increasing aromatics… 
 
(p. 182) The present study shows little or no effect of T90 on NOx, which is reasonable considering that 
NOx production and control are largely about heat release, and T90 represents a smaller amount of 
combustible material at cold-start temperatures, and thus less energy, than T50.  Not clear, please 
review/reword. 
 
(p. 182) However, during cold start, the new data suggests the direction of the effect is dependent on 
ethanol content. 
 



 
Page 77 

(p. 183) Consider showing quantitative parameter changes and percent change results for the models?)  
Good idea 
 
(p. 184) More variation is seen in T50 and RVP, which span somewhat wider ranges of 160-195 °F and 
7.3-13.0 lb psi, respectively. 
 
(p. 184) Use of the non-standardized models is much more straightforward, in that they allow input of 
fuel properties in their original units, e.g., % for ethanol and aromatics, lb psi for RVP and °F for T50 and 
T90. 
 
(p. 185) The processes and methods for hydrocarbon speciation are described in greater detail in the 
testing report4.  Missing reference 
 
(p. 187) The “G-efficiency” for the full design was estimated at 51.6% for the eleven design parameters, 
as previously described in 2.1 2.1 above (page 22). 
 
(p. 187) As shown in the table, the design efficiency drops sharply with inclusion of 2nd order terms, to 
less than 5% for designs four and five. 
 
(p. 190) In addition to estimating the sample measurements, as shown above, we estimated two 
variances, the first being the variance of the variance of the 5-day moving average of the media blanks 

( 2ˆ
k ), and the second being a variance of random errors ( 2ˆ

 ). 

 
(p. 193) The first two plots (Figure 812) show acetaldehyde vs. ethanol, by T50 level, in linear and 
logarithmic space. 
 
(p. 199) With respect to censoring, the following rule was applied.  If the number of censored 
measurements was ≤ 5, we substituted the smallest measured positive value for the missing values, and 
proceeded with model fitting, using a mixed-model approach.  Why 5?  Why not 4 or 6 or 10?  Explain. 
 
(p. 199) However, if the number of censored measurements was > 5, we fit a model using Tobit 
regression (i.e., “censored normal regression”), an established technique for analysis of left-censored 
datasets.  Ditto.  What is significance of 5? 
 
(p. 199) For compounds affected by media contamination, we integrated the approach to censoring with 
an “Estimated Dependent Variable Model,” an approach to modeling datasets with measurement 
uncertainty in the response variable.  Ref 20 
 
(p. 202) If the p-value for the test-against-previous is greater than the critical value, the null hypothesis 
of no significant differencet in fit between the reference and nested models is retained, and the nested 
model is retained as the current best fit. 
 
(p. 203) Based on these results, the reduced model FM7 was selected as the best fit.  As noted in 
previous BIC discussion, do small variations in BIC truly indicate a difference in fit?  FM5, FM6, and 
FM7 all have similar BIC. 
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(p. 208) Finally, to illustrate the results of the jackknife replication procedure, Figure 83 shows 
cumulative distributions of coefficients for each jackknife replicate for the five linear linear eEffects. 
 
(p. 208) The distributions for aromatics (Za),T50 (Z5), and T90 (Z9) are similar in that they show noticeable 
lengthening in the lower tail, suggesting that 2-3 vehicles may be influential in decreasing the values of 
the coefficients. 
 
(p. 211) Detailed results, including models fit, fitting histories, coefficients and tests of effect are 
presented in Appendices Q.3-W.3 for Bag 1 models, and Q.4 - W.4 for Bag 2 models.  Not available for 
review 
 
(p. 214) 10 References:  Refs 4 and 8 cannot be found 
 

 
 
 
 


