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In setting primary ambient air quality standards, the EPA’s responsibility under the law is to establish 

standards that protect public health. As part of the current review of the Ozone National Ambient Air 

Quality Standards (NAAQS) standard, the US EPA evaluated the health exposure and risks associated 

with ambient ozone pollution using a statistical approach to adjust recent air quality to simulate just 

meeting the current standard level, without specifying emission control strategies.  One drawback of 

this purely statistical concentration “rollback” approach is that it does not take into account spatial 

and temporal heterogeneity of ozone response to emissions changes. The application of the Higher-

order Decoupled Direct Method (HDDM) in the Community Multiscale Air Quality (CMAQ) model 

is discussed here to provide an example of a methodology that could incorporate this variability into 

the risk assessment analyses. Because this approach includes a full representation of the chemical 

production and physical transport of ozone in the atmosphere, it does not require assumed 

“background” concentrations which have been applied to constrain estimates from past statistical 

techniques. The CMAQ-HDDM adjustment approach is extended to measured ozone concentrations 

by determining typical sensitivities at each monitor location and hour of the day based on a linear 

relationship between first order sensitivities and hourly ozone values. This approach is demonstrated 

by modeling ozone responses for monitor locations in Detroit and Charlotte to domain-wide 

reductions in anthropogenic NOx and VOCs emissions. As seen in previous studies, ozone response 

calculated using HDDM compared well to brute-force emissions changes up to approximately a 50% 

reduction in emissions. A new step-wise approach is developed here to apply this method to 

emissions reductions beyond 50%, allowing for the simulation of more stringent reductions in ozone 

concentrations. Compared to previous rollback methods, this application of modeled sensitivities to 

ambient ozone concentrations provides a more realistic spatial response of ozone concentrations at 

monitors inside and outside the urban core and at hours of low ozone concentrations.  

 

 

 

 

 

Page 1 of 20

ACS Paragon Plus Environment

Environmental Science & Technology

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

priggsbe
Rectangle

priggsbe
Rectangle

priggsbe
Rectangle



2 

 

1. Introduction 

 

The US EPA sets health based air quality standards (National Ambient Air Quality Standards: 

NAAQS) for six criteria pollutants including ozone.  The ozone standard is based on the 3-year 

average of the fourth highest measured maximum daily 8-hr average (MDA8).  If this quantity, 

called the design value, exceeds 75 ppb, then a monitor is in violation of the ozone NAAQS.  

However, many epidemiology studies have used alternate metrics when quantifying the health 

effects of ozone.  For instance, various studies have determined a relationship between premature 

mortality and ozone based on 1-hr daily maximum ozone 
1
, 24-hr daily average concentration

2, 3
, 

8-hr average (10am to 6pm) ozone
4, 5

, and 8-hr daily maximum ozone
6
.  Respiratory and asthma 

related hospital and ER visits have been correlated with 24-hr average ozone
7-12

 and 5-hr daily 

average concentrations
13, 14

.  In addition, health effects of ozone determined from exposure 

analyses based on clinical tests rely on hourly ozone time-series
15

.  Previous work has shown that 

quantified health benefits of reductions in ozone concentrations depend strongly on the averaging 

time used in the analysis
16

. 

 

As a part of the 5-year NAAQS review cycle mandated by the Clean Air Act, the EPA estimates 

how achieving the current ozone standard and various alternative standards will reduce ozone-

related exposures and health risks.  Since the standard is determined based on the highest daily 

ozone values, yet risk is affected by overall exposure to the full range of ozone concentrations, 

three key questions are: 1) How would meeting the standard affect ozone concentrations on mid 

to lower ozone days or during non-peak hours? 2) How would lowering concentrations at a 

violating monitor affect ozone concentrations throughout an urban area?  3) What is the total 

health risk to the population that would occur if an area were to meet various levels of the 

NAAQS? To answer these questions, the modeled change in design values must be translated into 

changes in time-series of measured hourly ozone concentrations. These adjusted hourly values 

can then be re-aggregated to match the metric (e.g. seasonal average of daily maximum 1-hour 

average, seasonal average MDA8 etc.) used in an epidemiological study to assess public health 

impacts at these levels of the standard.   

 

Past efforts have used two generalized statistical techniques to decrease hourly concentrations in 

a given area to meet the design value of the standard being evaluated. These include proportional 

rollback, where all hourly concentrations are adjusted by the same percentage
19

, and quadratic 

rollback, where linear and quadratic parameters are estimated from the historical ozone 

measurement record to reduce higher concentrations at a greater rate than lower concentrations
17, 

19
. While these techniques have the advantage of being straightforward to implement and quick to 

compute, they rely on several simplifying assumptions and may not represent the air quality 

changes which would occur under actual reductions in precursor emissions since the proportional 

and quadratic rollback techniques assume that all monitors in an urban area respond identically to 

theoretical emissions reductions.  In reality, it is well known that the specific mix of volatile 

organic compounds (VOCs) and nitrogen oxides (NOx) in an urban area influences the 

effectiveness of various emissions control strategies
20

.  Specifically, higher NOx levels in urban 

core areas and close to emissions sources, such as vehicle traffic, may make NOx controls less 
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effective in urban centers than in rural and suburban areas
21-24

.  In these oxidant limited 

conditions, NOx reductions can lead to increases in ozone with decreasing NOx emissions.  

Furthermore, some emissions sectors, like mobile sources, have distinct diurnal patterns in 

emissions
25, 26

 which is not resolved in the concentration reductions under either statistical 

rollback method.  Finally, the statistical rollback techniques implement a backstop value below 

which ozone concentrations are not decreased.  This floor is used to limit the statistical reduction 

in ozone concentrations to account for the “background” portion of ozone, formed from 

international emissions and from natural sources of ozone precursors.  Since these techniques do 

not explicitly simulate the physical and chemical processes leading to ozone formation and 

transport, this backstop level is a constant value or a location-specific monthly average 

background level based on separate studies
17-19

.   

Each of the limiting assumptions described above can be explicitly addressed using chemical 

transport models which simulate the effects of pollutant emissions, chemistry, transport and 

deposition to estimate spatially and temporally varying pollutant concentrations.  Moreover, 

chemical transport models have been instrumented with additional tools to track the sources of 

pollutants and the transportation of pollutants to receptors. The higher-order decoupled direct 

method (HDDM) is an extension which uses the governing differential equations within the host 

model to calculate how a perturbation in the model inputs affects pollutant concentrations
27

.  

HDDM calculates spatially and temporally varying partial derivatives, or sensitivities, of the 

pollutant concentration with respect to emissions or another input. These modeled sensitivities 

can be used in a higher order polynomial expression to describe nonlinear response of ozone to 

emissions changes.  Additional background on HDDM is available in the literature
27-31

 and is 

briefly summarized in the supplemental information. Similar sensitivity information could be 

achieved by directly perturbing model inputs and re-running the simulation (brute-force method).  

However, HDDM has the advantage of allowing the user to more efficiently estimate outcomes 

for a range of input perturbations.  HDDM calculations accurately recreate ozone concentration 

responses results over large emissions perturbations and have been shown to give good 

approximations of ozone changes for emissions reductions up to 50%
29

. This range of capabilities 

makes HDDM an ideal approach for estimating ozone concentrations after attainment of current 

or proposed standards
32

.   

 

Here we present work that significantly expands on an initial CMAQ-HDDM technique presented 

in EPA’s 2013 review of the ozone NAAQS 
33

.  Here, we explore the use of HDDM coefficients 

to adjust modeled and measured ozone concentrations in a manner that accounts for spatially and 

temporally varying response within an urban area to broad precursor emission reductions, 

nonlinearities in ozone chemistry, and explicit sources of background ozone.  The intent of this 

application is not to optimize control strategies but instead to characterize how ozone will 

respond in different cities to changes in NOx and VOC concentrations. 

 

 

 

 

2. Modeling methodology 
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We modeled a two month episode (July-August 2005) using the Community Multiscale Air 

Quality model (CMAQ) version 4.7.1
34, 35

 which was instrumented with HDDM
36

.  June 28-30 

was used as a 3-day spin-up period and not included in the analysis.  The modeling domain 

covered the eastern half of the United States at a 12 km resolution (see Figure S1) and contained 

24 vertical layers with the lowest layer extending 38 meters.  Temporally varying boundary 

conditions were derived from a 36 km resolution continental US CMAQ simulation.  

Meteorological inputs were derived using the MM5 model 
37

 and are described in detail elsewhere 
38

.  Emissions of CO, NH3, NOx, PM10, PM2.5, SO2 and VOCs are based on the 2005 v4.3 National 

Emissions Inventory 
39

 and come from anthropogenic point, area and mobile sources, fires, and 

biogenic sources. North American emissions from outside the U.S. are based on a 2006 Canadian 

inventory and a 1999 Mexican inventory
39

. 

 

HDDM was configured to calculate first and second order ozone sensitivity coefficients, S and S
2
, 

to emissions of US anthropogenic NOx and VOC within the Eastern US modeling domain.  

Sensitivities were not tracked for biogenic and fire emissions or for emissions outside of the US.  

Also, US emissions outside the Eastern US modeling domain were not included in the 

sensitivities.  Of the 20.7 million tons/year of NOx emissions within the modeling domain, 85% 

came from US anthropogenic sources.   

 

First and second order sensitivities and modeled concentrations were extracted at the location of 7 

monitoring sites in the Charlotte area and 8 monitoring sites in the Detroit area (Figures S2 and 

S3).  Charlotte and Detroit were chosen as case studies for this analysis because both cities 

experienced high ozone concentrations in 2005, the ozone simulation had good agreement 

between ozone predictions and observations at each location, and the two cities had markedly 

different ozone formation regimes owing to their geographic locations and source composition. 

Normalized mean bias/error for MDA8 ozone were 8.6%/14.1% in Charlotte and 4.1%/14.5% in 

Detroit for the two-month modeled episode.  Performance is improved when only high days 

(above 60 ppb) are evaluated.  More details on the model’s accuracy at predicting ozone 

concentrations in Charlotte and Detroit are provided in the supplemental information. 

 

3. Application to modeled data 

3.1 Methodology 

We apply HDDM to adjust modeled concentrations of ozone in response to generalized 

reductions in precursor emissions. The analysis here focuses on anthropogenic NOx emissions, 

though alternative precursors, VOC species, are covered in the supporting information. In each 

city, sensitivities were used to adjust hourly ozone concentrations based on a single relative 

emissions perturbation value, ∆ε, for all sites and all hours using the first 3 terms of Equation S2 

(i.e. ∆ε = -0.2 represents a 20% reduction in NOx emissions).  For any given ∆ε, a new set of 

hourly ozone concentrations in the urban area can be estimated.  From those estimates, the 4
th
 

highest MDA8 for the two month modeled period was calculated.  For simplicity and due to the 

2-month length of the modeling period, we look at the 4
th
 highest modeled value in July and 

August 2005 rather than the 3-year average for the annual 4
th
 highest MDA8 at each monitor.  
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Here we find the smallest ∆ε that predicts all monitors in each urban area to have a 4
th
 highest 

MDA8 less than or equal to the current NAAQS level of 75 ppb. 

 

As discussed above, previous studies have reported HDDM to be accurate up to 50% NOx 

emissions changes.  In order to cover the entire range of emissions reductions we have devised a 

multi-step HDDM adjustment approach.  For this purpose, the CMAQ-HDDM simulations were 

rerun with 50% and 75% cuts to the US anthropogenic NOx emissions (referred to hereafter as 

the 50% NOx cut and 75% NOx cut runs).  The sensitivities from these simulations reveal how 

ozone would respond to emissions changes under these lower NOx conditions. Figure 1 gives a 

conceptual picture of the multistep adjustment procedure using first-order sensitivities. 

Sensitivities from the base run are used to adjust ozone concentrations for NOx emissions 

reductions up to X%. Additional emission reductions beyond X% use sensitivities from the 50% 

NOx cut run until reductions exceed (X+Y)%. Finally, sensitivities from the 75% NOx cut run 

are applied for the remaining emission reductions. In order to better approximate the non-linear 

ozone response to any level of emissions reductions, 2
nd

 order terms are added to the multistep 

approximation method in Equations 1-4..  Base model simulated ozone is always used as the 

starting point for the multistep adjustment procedure. This is necessary because it is later applied 

to ambient ozone concentrations and measurements do not exist for alternative perturbed (i.e. 

observed ozone where Nox emissions are reduced by 50%) atmospheric conditions.   P represents 

the percentage NOx cut for which the ∆O3 values are being calculated, S and S
2
 are the first and 

second order ozone sensitivities to US NOx emissions, and X and Y are described above.   

∆�� � �� � �	
�_��� � ��� � �	
�_���� � � � �	
���%��� � �� � �	
���%���� � � � �	
���%��� � ��� � �	
���%����
 

           Equation 1 

� � � ��  !"#	% & '(�  !"#	% ) '           Equation 2 

� � *+
, 0 !"#	% & '��.�/(0�  !"#	' 1 % & ' � 2��3�  !"#	% ) ' � 2        Equation 3 

4 � 0 !"#	% & ' � 25�6�/.(7308�  !"#	' � 2 1 % & 100         Equation 4 

 

The ideal values for equation transition points, X and Y, are determined by minimizing the least 

square mean error between the adjusted concentrations using the multistep approach and modeled 

concentrations from brute force NOx cut runs (see complete methodology in the supplemental 

information).  We first determined the value of X which gave the lowest error compared to brute 

forces estimates at 50% NOx cuts.  Then holding X constant, we determined the value of Y which 

gave the lowest error compared to brute force estimates at 75% NOx cuts.  Mathematical details 

are provided in the supplemental information.  This process was performed independently for 
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Detroit and Charlotte.  For Detroit, X=43 and Y=26 give the lowest overall error in ozone 

predictions at 50% and 75% NOx cuts.  For Charlotte, X=37 and Y=33 give the lowest overall 

error. 

3.2 Results 

The multi-step adjustment approach leads to marginal improvements in replication of brute force 

estimates by HDDM sensitivities in Charlotte and substantial improvements in Detroit.  Figure 2 

shows this comparison at 75% NOx cuts. Figure S10 in the supplement shows a larger 

improvement for the extreme 100% NOx cut case.   

The multi-step HDDM adjustment approach requires a 48% NOx cut for Charlotte and a 62% 

NOx cut for Detroit to reduce the 4
th
 highest MDA8 to 75 ppb.  Note that the intent of this work is 

not to determine an optimal control strategy but instead to understand how ozone would respond 

to changing NOx emissions. Therefore these reductions should not be construed as a reflective of 

emission controls required to achieve the current ozone standard.  

Estimated ozone concentrations from the multi-step HDDM adjustment approach are shown in 

Table 1 (urban core sites are shaded in gray) and in Figures 3 and S11.   These results 

demonstrate several advantages of using HDDM sensitivities over proportional and quadratic 

rollback.   

First, it is clear that different monitors within an urban area respond differently to the same 

change in NOx emissions.  For instance, the most urban sites in both Charlotte and Detroit appear 

to be less responsive to NOx emissions reductions that the non-urban sites. The 4
th
 highest value  

is reduced more at the non-urban sites than at the urban sites even when modeled 4
th
 high MDA8 

values are similar.  The difference between urban and non-urban sites is greater in Detroit where 

4
th
 high MDA8 values at urban sites 260991003 and 161250001 drop by 7 and 5 ppb while 4

th
 

high MDA8 values at non-urban sites with similarly high ozone (260990009 and 261470005), 4
th
 

high MDA8 values drop by 16 and 18 ppb.  This behavior is expected, because urban 

environments with high concentrations of vehicle NOx emissions tend to be NOx-saturated 

during high traffic times.  

Second, the multistep approach also provides temporal variability in ozone response that better 

reflects the atmospheric chemistry of ozone formation than the statistical rollback procedures 

which assume proportional or quadratic fitted hourly responses. Figure 3 shows the diurnal ozone 

distributions for an urban and rural site in both Charlotte and Detroit.  The blue bars show the 

modeled distribution of ozone at that hour on all days in July and August while the red bars show 

the adjusted values.  In Charlotte, the non-urban site shows decreases at all hours of the day and 

throughout all portions of the distribution.  The urban site, in contrast, shows increases during 

morning rush-hour times when NOx saturation is especially pronounced.  During evening rush-

hour times, ozone concentrations do not increase but are also not particularly sensitive to the NOx 

reductions.  Similar, but more pronounced, trends are shown at the Detroit urban site where 

increases in the median ozone concentration are predicted for NOx emission cuts during most 

hours of the day.  This NOx “disbenefit” trend is not seen on high ozone days.   

Page 6 of 20

ACS Paragon Plus Environment

Environmental Science & Technology

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

priggsbe
Rectangle

priggsbe
Rectangle



7 

 

4. Application to observed data 

 

4.1 Methodology 

 

The previous section demonstrated how HDDM results could be used to adjust modeled 

concentrations to show how ozone concentrations will respond both temporally and spatially 

when the 4
th
 highest MDA8 in an urban area is reduced to 75 ppb.  However, since regulatory 

standards are set based on measured values, regulatory assessments generally tie modeling results 

to ambient data.  This is accomplished by applying relative changes in modeled concentrations to 

measured data.  In order to use the HDDM adjustment approach with measured data from July 

and August 2005, we could simply apply the sensitivities predicted by the model on a grid cell 

and day specific basis.  However, this technique has several drawbacks.  First, although model 

performance was good during this episode, overestimates and underestimates of ozone 

concentrations still occur on specific days.  If, for instance, the modeled precipitation were too 

high on a particular day, the model might estimate low ozone concentrations when high ozone 

values were observed.  In that case, it would be inappropriate to apply the modeled sensitivity to 

the observed data.  Second, design values are based on 3 years of ambient data and regulatory 

assessments often cover multiple design value periods.  It is therefore desirable to create 

generalized sensitivities that could be applied to timeframes outside of the modeled episode, 

similar to the approach typically used for modeled attainment demonstrations. 

 

To address both of these concerns, we devised a technique to provide typical sensitivities for each 

site based on time-of-day and ozone concentration.  We found that first order sensitivities were 

correlated with hourly ozone values and that second order sensitivities were correlated with first 

order sensitivities.  Therefore, for each grid cell containing a monitor at each hour of the day, a 

separate linear regression of SNOx and SVOC as functions of hourly ozone was determined (i.e. SNOx 

= m×O3 + b). Therefore, for 8am at Detroit Site 260990009, SNOx and O3 values from all 8am 

hours in July and August are used to fit this relationship.  Similarly, S
2

NOx and S
2

VOC were 

calculated as a function of SNOx and SVOC respectively.  Tables S4 through S24 give the fitted 

slopes, intercepts, and correlation coefficients for each sensitivity coefficient at each site and 

hour.  In addition, these tables provide the standard errors for the slope and intercept terms which 

quantify the uncertainty in these fitted parameters.  This regression scheme attempts to depict a 

“typical” response at each site and hour at all ozone concentrations and inherently will not 

capture the full range of ozone concentration variability.  The regression technique was 

performed for the first and second order NOx and VOC sensitivities from the base run and the 

50% NOx cut and 75% NOx cut simulations. The sensitivities from the NOx cut runs were fitted 

to hourly ozone concentrations in the base simulation.  It was found that correlation coefficients 

using base case ozone concentrations were similar to those with ozone concentrations from the 

NOx cut runs.   

 

To apply the HDDM adjustments to observed data, sensitivities must be determined for each hour 

at each site based on the linear relationship from the modeled data and the observed ozone 

concentration.  The linear regression model also allows us to quantify the standard error of each 

predicted sensitivity value at each hour and site.  Observed ozone from July-August 2005 in 
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Charlotte and Detroit was adjusted by applying incrementally increasing NOx reductions 

(equations 1-4) and recalculating MDA8 values at each step until all monitors in an urban area 

achieved 4
th
 highest values at or below 75 ppb. The standard error associated with each predicted 

sensitivity from the linear model can be propagated through Equation 1 to quantify the standard 

error in the final predicted ozone concentration.  This gives a measure of variability in the 

sensitivities at any given ozone concentration and allows us to quantify how much our predicted 

ozone could change given that variability.   

 

4.2 Results 

 

When applying sensitivities derived from linear regressions to observed data, the multi-step 

HDDM adjustment approach requires a 41% NOx cut for Charlotte and a 55% NOx cut for 

Detroit to reduce the observed 4
th
 highest MDA8 to 75 ppb.  It is important to keep in mind these 

values are based on broad emissions reductions and not reflective of area specific control 

strategies.  

 

We find that overall standard errors in predicted ozone were small with median and maximum 

values for all hourly adjusted ozone concentrations in Detroit equal to 0.7 and 3.2 ppb 

respectively.  In Charlotte, median and maximum standard error values were 0.5 ppb and 2.2 ppb.  

Figures S15-S17 show hourly adjusted ozone with standard error bars for all sites on 3 days with 

different ozone levels. 

 

Figure 4 demonstrates the 3-step HDDM adjustment methodology with the linear regression 

sensitivities for a daytime hour (2pm) at an urban Detroit site (260991003) and for a downwind 

Detroit site (260990009).  Similar plots are provided in the supplemental information for 

nighttime and rush-hour times (Figures S18  and S19).  The solid lines represent the 3-step 

adjustment trajectory while the dotted lines show the trajectory that would be taken if the base or 

50% NOx cut sensitivities were applied up to 100% NOx cuts.  Orange dots represent brute force 

predictions for this site and hour on days with ozone concentrations within 3 ppb of the values 

evaluated in this figure.  Several features of these plots are of particular interest.  First, variability 

occurs in the brute force estimates, which cannot be captured when using an average profile.  

However, in most cases, the 3-step trajectory falls closer to the middle of the brute force estimates 

than the base sensitivity trajectory.  This demonstrates that the 3-step application of HDDM 

sensitivities does well at predicting typical changes in ozone for these ozone concentrations, sites, 

and hours.   Second, it is clear that base sensitivities often underestimate the response of ozone to 

higher percentages of NOx changes and sometimes predict disbenefits when reductions actually 

occur.  Third, the magnitude of the ozone response to NOx reductions is different at different 

concentrations.  Both the brute force points and the HDDM trajectories show greater ozone 

reductions at higher concentrations (disbenefits are seen at low concentrations during nighttime 

and rush-hour periods).  This agreement in trends between the brute force and the HDDM 

sensitivities derived from linear regression supports the use of this technique.   

 

Results from the observation-based HDDM adjustments are shown in Table 1 and in Figure 5 and 

Figure S12.  The observation-based HDDM adjustments behave similarly to the model-based 
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adjustments.  The 4
th
 highest MDA8 value at the urban Charlotte monitors is slightly less 

responsive than that value at the non-urban Charlotte values.  In Detroit, urban monitors 

260991003 and 261250001 are especially insensitive to NOx reductions, while the two monitors 

furthest from urban areas (260910007 and 261470005) are extremely responsive to NOx 

reductions.  Again, Figure 5 shows NOx disbenefits during rush-hour times especially at the 

urban sites.  In general the adjusted ozone looks similar when applied to modeled and observed 

data (Figure 3 versus 5) especially during daytime hours.   

 

5. Implications 

To fully assess the impacts of air pollution policy on human health and wellbeing, policy makers 

must estimate how pollutant concentrations will vary after policies are implemented. In this work 

we have explored the use of HDDM to provide estimates of how spatially and temporally varying 

ozone concentrations might look after changes to precursor emissions.  Our modeling allows for 

more explicit treatment of physical and chemical processes that affect ozone levels and therefore 

avoids many of the simplifying assumptions made in previously used statistical techniques.  

However, models pose new challenges including the requirements of additional time and 

resources to perform the analysis and uncertainties associated with imperfect model performance. 

This technique might be expected to affect predicted health risk reductions of a new standard in 

several ways.   

First, previous work used a floor “background” ozone value of 40 ppb
19

.  From Figures 3 and 5 in 

this work, it is clear that measured and modeled ozone often occurs at concentrations below this 

value.  The use of a floor is unnecessary with the HDDM adjustments since background sources 

are explicitly accounted for in the photochemical model simulations. The elimination of this floor 

value in our method leads to lower ozone concentrations and could result in larger predicted 

health risk reductions than would be estimated when a 40 ppb floor is applied.   

A second improvement under this technique is that ozone concentrations can either increase or 

decrease, reflecting the local chemical conditions.  Since the statistical techniques only decrease 

ozone concentrations, this new ability may lead to higher predicted ozone concentrations at some 

times and thus decrease the predicted health risk reductions of meeting the NAAQS.  However, 

most instances for which ozone is predicted to increase with decreasing NOx emissions occur at 

low ozone concentrations, many of which might be below previously-assumed background levels.  

Thus, depending on the level of the background ozone assumed in statistical rollback techniques 

this may have limited impact on predicted health risk reductions from meeting the ozone 

standard. Some studies have showed adverse health effects even at low ozone levels
40

.  

Additionally, our analysis captures the generally less-responsive nature of urban areas than non-

urban areas to NOx decreases.  Statistical rollback techniques force response at all sites to be 

equivalent to response at the monitor with the highest measured design value.  In cases where the 

highest measured ozone concentration is in an urban area, statistical techniques may 

underestimate the ozone reductions at suburban and rural monitors since all lower monitors are 

reduced according to the measured ozone distribution at the highest monitor.  Conversely, the 

highest measured ozone concentrations often occur at downwind non-urban monitors.  In that 
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case, the ozone response at the urban monitors would be overestimated using statistical 

techniques compared to HDDM.  Since the highest population densities occur in urban areas, this 

behavior could lead to lower estimates of health risk reductions than would be calculated with a 

statistical rollback technique.  Since competing effects may lead to both increased and decreased 

predicted health risks from ozone, future studies could extend this work by analyzing the health 

implications of ozone concentrations at multiple standard levels.  

Disclaimer 

Although this work was reviewed by EPA and approved for publication, it may not necessarily 

reflect official Agency policy. 
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 Table 1: Modeled and observed fourth highest 8-hr daily maximum ozone values for Charlotte and 

Detroit area monitoring sites during July-August 2005.  Urban sites are shaded in gray. 

Area Monitor 

Modeled 4
th
 high 

8-hr daily max 

ozone (ppb) 

HDDM 

adjustment of  

modeled data: 

4
th
 high 8-hr 

daily max ozone 

(ppb) 

Observed 4
th
 

high 8-hr daily 

max ozone (ppb) 

HDDM 

adjustment of  

observed data: 

4
th
 high 8-hr 

daily max ozone 

(ppb) 

Charlotte 371090004  76  60 75  61 

Charlotte 371190041 91  75  87  75 

Charlotte 371191005  88  71  82  68 

Charlotte 371191009  88  70  90  74 

Charlotte 371590021 81  63  84  67 

Charlotte 371590022  87  68  86  71 

Charlotte 371790003  77  58  76  61 

Detroit 260910007 73  57  74 60 
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Detroit 260990009 83  67   82  70 

Detroit 260991003 80  73   83 75 

Detroit 261250001  80  75   75  69 

Detroit 261470005  81  63   78  65 

Detroit 261610008 77  66   70  61 

Detroit 261630001 77  71   76  67 

Detroit 261630019  85  72   80  70 

 

 

Figure 1. Conceptual picture of 3-step HDDM adjustment approach.  The gray line shows a hypothetical 

ozone concentration response from an infinite number of brute force runs at every possible NOx emission 

level (P).  The red, blue, and green lines represent the first-order approximations of the ozone response 

curve from the base, 50% NOx cut, and 75% NOx cut DDM sensitivities.  Black dots mark the points at 

which first order sensitivities were derived from base, 50% NOx and 75% NOx cuts.  X and Y are used to 

define the switch points between when sensitivities are used from the 3 DDM simulations as defined in 

Equations 1-4. The procedure for finding X and Y is described in Section 3.1.  The 3-step concentration 

response estimation procedure begins at current concentrations levels, and incrementally increases the 

precursor emission reductions until the estimated concentration response meets the desired design value 

for the entire modeling or measurement period.  

Figure 2.  Density scatter plots comparing ozone predictions using DDM sensitivites to 75% NOx cuts to 

model predictions from runs with brute force emissions cuts at Charlotte (top) and Detroit (bottom) sites.  

These density plots are a variation on the traditional scatterplot with colors representing the percentage of 

points falling at each location on the plot.  Perfect replication of the brute force runs would be represented 

by all points falling on the 1:1 line.  One step DDM adjustment results are shown in left-hand plots and 

three step DDM adjustment results are shown in right-hand plots. 

Figure 3. Hourly modeled ozone distributions for an urban (left) and a non-urban (right) site in Charlotte 

(top) and Detroit (bottom) for July and August 2005.  Centerline shows the median values, boxes show 

the 25
th
 and 75

th
 percentiles and whiskers extent to 1.5 times the interquartile range.  Values from the base 

model run are shown in blue while values adjusted using HDDM sensitivities to reach 75 ppb for the 4
th
 

highest 8-hr daily maximum at the highest site in the area are shown in red/pink. 

 

Figure 4. Depiction of 3-step DDM adjustment approach using sensitivities derived from the linear 

regression method at 3 different hourly ozone levels.  Each panel shows the change in ozone over the 

entire range of NOx reductions.  The solid line shows the path followed for the 3-step DDM adjustment, 

while the dotted lines show changes in ozone that would be predicted if the base or step 2 sensitivities 

were used down to 0 NOx emissions.  Orange dots show change in ozone from model runs employing 

brute force NOx emissions cuts on the days that had hourly ozone concentrations at 2 pm within +/- 3ppb 
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of the hourly ozone concentration being examined (i.e days with hourly ozone between 77 and 83 ppb at 

2pm at site 260991003 for the bottom-left panel).  Right panels ozone response on 40, 60, and 80 ppb 

days for urban Detroit site 260991003 at 2pm.  Left panels ozone response on 40, 60, and 80 ppb days for 

downwind Detroit site 260990009 at 2pm. 

Figure 5. Hourly observed ozone distributions for an urban (left) and a non-urban (right) site in Charlotte 

(top) and Detroit (bottom) for July and August 2005.  Centerline shows the median values, boxes show 

the 25
th
 and 75

th
 percentiles and whiskers extent to 1.5 times the interquartile range.  Observed values are 

shown in gray/black while values adjusted using HDDM sensitivities to reach 75 ppb for the 4
th
 highest 8-

hr daily maximum at the highest site in the area are shown in red/pink. 
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Figure 1. Conceptual picture of 3-step HDDM adjustment approach.  The gray line shows a hypothetical 
ozone concentration response from an infinite number of brute force runs at every possible NOx emission 
level (P).  The red, blue, and green lines represent the first-order approximations of the ozone response 

curve from the base, 50% NOx cut, and 75% NOx cut DDM sensitivities.  Black dots mark the points at 
which first order sensitivities were derived from base, 50% NOx and 75% NOx cuts.  X and Y are used to 
define the switch points between when sensitivities are used from the 3 DDM simulations as defined in 
Equations 1-4. The procedure for finding X and Y is described in Section 3.1.  The 3-step concentration 
response estimation procedure begins at current concentrations levels, and incrementally increases the 

precursor emission reductions until the estimated concentration response meets the desired design value for 
the entire modeling or measurement period.  
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Figure 2.  Density scatter plots comparing ozone predictions using DDM sensitivites to 75% NOx cuts to 
model predictions from runs with brute force emissions cuts at Charlotte (top) and Detroit (bottom) 
sites.  These density plots are a variation on the traditional scatterplot with colors representing the 

percentage of points falling at each location on the plot.  Perfect replication of the brute force runs would be 
represented by all points falling on the 1:1 line.  One step DDM adjustment results are shown in left-hand 

plots and three step DDM adjustment results are shown in right-hand plots.  
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Figure 3. Hourly modeled ozone distributions for an urban (left) and a non-urban (right) site in Charlotte 
(top) and Detroit (bottom) for July and August 2005.  Centerline shows the median values, boxes show the 
25th and 75th percentiles and whiskers extent to 1.5 times the interquartile range.  Values from the base 

model run are shown in blue while values adjusted using HDDM sensitivities to reach 75 ppb for the 4th 
highest 8-hr daily maximum at the highest site in the area are shown in red/pink.  
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Figure 4. Depiction of 3-step DDM adjustment approach using sensitivities derived from the linear regression 
method at 3 different hourly ozone levels.  Each panel shows the change in ozone over the entire range of 
NOx reductions.  The solid line shows the path followed for the 3-step DDM adjustment, while the dotted 

lines show changes in ozone that would be predicted if the base or step 2 sensitivities were used down to 0 
NOx emissions.  Orange dots show change in ozone from model runs employing brute force NOx emissions 

cuts on the days that had hourly ozone concentrations at 2 pm within +/- 3ppb of the hourly ozone 
concentration being examined (i.e days with hourly ozone between 77 and 83 ppb at 2pm at site 260991003 
for the bottom-left panel).  Right panels ozone response on 40, 60, and 80 ppb days for urban Detroit site 
260991003 at 2pm.  Left panels ozone response on 40, 60, and 80 ppb days for downwind Detroit site 

260990009 at 2pm.  
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Figure 5. Hourly observed ozone distributions for an urban (left) and a non-urban (right) site in Charlotte 
(top) and Detroit (bottom) for July and August 2005.  Centerline shows the median values, boxes show the 
25th and 75th percentiles and whiskers extent to 1.5 times the interquartile range.  Observed values are 

shown in gray/black while values adjusted using HDDM sensitivities to reach 75 ppb for the 4th highest 8-hr 
daily maximum at the highest site in the area are shown in red/pink.  
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