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Abstract 13 

Gas-phase mechanisms provide important oxidant and gaseous precursors for secondary aerosol 14 

formation.  Different gas-phase mechanisms may lead to different predictions of gases, aerosols, 15 

and aerosol direct and indirect effects.  In this study, WRF/Chem-MADRID simulations are 16 

conducted over the continental U.S. for July 2001, with three different gas-phase mechanisms, a 17 

default one (i.e., CBM-Z) and two newly implemented ones (i.e., CB05 and SAPRC99).  18 

Simulation results are evaluated against available surface observations, satellite data, and 19 

reanalysis data.  The model with these three gas-phase mechanisms gives similar predictions of 20 

most meteorological variables in terms of spatial distribution and statistics, but large differences 21 

exist in shortwave radiation and temperature and relative humidity at 2-m at individual sites 22 

under cloudy conditions, indicating the importance of aerosol semi-direct and indirect effects on 23 

these variables.  Large biases exist in the simulated wind speed at 10-m, cloud water path, cloud 24 

optical thickness, and precipitation, due to uncertainties in current cloud microphysics and 25 

surface layer parameterizations.  Simulations with all three gas-phase mechanisms well 26 

reproduce surface concentrations of O3, CO, NO2, and PM2.5, and column NO2.  Larger biases 27 

exist in the surface concentrations of nitrate and organic matter (OM) and in the spatial 28 

distribution of column CO, tropospheric ozone residual, and aerosol optical depth, due to 29 

uncertainties in primary OM emissions, limitations in model representations of chemical 30 
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transport, and radiative processes.  Different gas-phase mechanisms lead to different predictions 31 

of mass concentrations of O3 (up to 5 ppb), PM2.5 (up to 0.5 μg m-3), secondary inorganic PM2.5 32 

species (up to 1.1 μg m-3), organic PM (up to 1.8 μg m-3), and number concentration of PM2.5 (up 33 

to 2 × 104 cm-3).  Differences in aerosol mass and number concentrations further lead to sizeable 34 

differences in simulated cloud condensation nuclei (CCN) and cloud droplet number 35 

concentration (CDNC) due to the feedback mechanisms among H2SO4 vapor, PM2.5 number, 36 

CCN, and CDNC through gas-phase chemistry, new particle formation via homogeneous 37 

nucleation, aerosol growth, and aerosol activation by cloud droplets.  This study illustrates the 38 

important impact of gas-phase mechanisms on chemical and aerosol predictions their subsequent 39 

effects on meteorological predictions and a need for an accurate representation of such feedbacks 40 

through various atmospheric processes in the model.  The online-coupled models that simulate 41 

feedbacks between meteorological variables and chemical species may provide more accurate 42 

representations of the real atmosphere for regulatory applications and can be applied to simulate 43 

chemistry-climate feedbacks over a longer period of time. 44 
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 50 
1.  Introduction 51 

Gas-phase mechanisms, which describe the chemistry of important oxidants and gaseous 52 

precursors for secondary air pollutants, such as ozone (O3) and secondary aerosols, have been a 53 

critical component of air quality models (AQMs) since 1970s.  Different gas-phase mechanisms 54 

may lead to different gaseous and aerosol predictions.  Intercomparisons of gas-phase 55 

mechanisms with box and Lagrangian models have been extensively conducted under 56 

representative simple scenarios or atmospheric chemical regimes (e.g., Hough, 1988; Derwent, 57 

1990, 1993; Olson et al., 1997; Kuhn et al., 1998; Jimenez et al., 2003; Chen et al., 2009; 58 

Emmerson and Evans, 2009).    These models, however, have their limitations and cannot 59 

accurately represent the real atmosphere.  Such limitations can be overcome by using three-60 

dimensional (3-D) AQMs, which have also been used commonly for mechanism comparisons 61 

(e.g., Gross and Stockwell, 2003; Yarwood et al., 2003; Faraji et al., 2008; Luecken et al., 2008; 62 

Sarwar et al., 2008, 2011; Kim et al., 2009, 2011a, b).  As reported in previous studies, the 63 

carbon-bond mechanism version IV (CBM-IV) of Gery et al. (1989) and the 2005 carbon bond 64 

mechanism (CB05) of Yarwood et al. (2005) give similar results in winter (Sarwar et al., 2008).  65 

Both CB05 and the Statewide Air Pollution Research Center Mechanism (SAPRC99) of Carter 66 

(2000) give much higher O3 than CBM-IV (Yarwood et al., 2003; Sarwar et al., 2008; Luecken et 67 

al., 2008), and SAPRC99 gives even higher O3 than CB05 in summer (Luecken et al., 2008).  The 68 

differences between CBM-IV and SAPRC99 are attributed to more reaction products from 69 

oxidation of aromatics by hydroxyl radical (OH) and higher radical and aldehydes (> C6, ALDX) 70 

produced from SAPRC99 (Faraji et al., 2008), as well as different representations of cycling of 71 

nitrogen oxides (NOx) and oxidized nitrogen compounds (NOz), secondary products and their 72 
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reactions under low-NOx conditions, updated cross section and quantum yields for photolysis 73 

(Luecken et al., 2008). Differences between CB05 and SAPRC99 are attributed primarily to more 74 

reactive aromatic fragments but lower amount of acetaldehyde (ALD2) in SAPRC99 and 75 

differences in kinetic parameters for chemical reactions, such as the product coefficients of 76 

alkenes and secondary aldehydes (Faraji et al., 2008; Luecken et al., 2008).  CB05 and SAPRC99 77 

are more similar in spatial patterns than either one is with CBM-IV, due to their more consistent 78 

reactions and rates (Luecken et al., 2008).  Differences among mechanisms are most likely to 79 

occur in areas with large biogenic volatile organic compounds (BVOCs) emissions due to their 80 

high reactivity (Luecken et al., 2008).  All these intercomparisons focus on the impact on gaseous 81 

species, such as O3, NOx, and VOCs, except for Sarwar et al. (2008) and Kim et al. (2010a).  82 

Sarwar et al. (2008) compared aerosol predictions with the same aerosol module but two gas-83 

phase mechanisms, CB-IV and CB05.  They found that results with both mechanisms gave 84 

similar secondary aerosol predictions under winter conditions but results with CB05 gives lower 85 

(by 2-10%) secondary aerosol concentrations than CB-IV under summer conditions.  Kim et al. 86 

(2011a) studied the impacts of two different gas-phase mechanisms (CB05 and Regional 87 

Atmospheric Chemical Mechanism version 2 (RACM2)) on secondary aerosol formation over 88 

Europe in a 3-D AQM and found that differences in monthly-mean PM2.5 concentrations are less 89 

than 1 μg m-3 (6%) with up to 26% differences in PM2.5 compositions.  In addition, all these 90 

studies use offline-coupled meteorology-chemistry models that cannot account for interactions 91 

between meteorology and chemistry.  An exception was Arteta et al. (2006) who applied an 92 

online-coupled Regional Atmospheric Modeling Systems (RAMS) model with two different gas-93 

phase mechanisms but in that study no aerosol formation was simulated.  94 
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In contrast to offline AQMs, online models can provide more realistic treatments of the 95 

atmosphere, particularly in regions with a fast local circulation or high aerosol loading and cloud 96 

coverage where meteorology and radiation may be modified by the presence of chemical species 97 

through various feedback mechanisms (Grell et al., 2000; Audiffren et al., 2004; Minvielle et al., 98 

2004; Brulfert et al., 2005; Zhang, 2008).  These online-coupled models have been applied for 99 

real-time air quality forecasting and studies of interactions between climate and air pollutants (e.g., 100 

Grell et al., 2005; Fast et al., 2006; Zhang et al., 2010a, b; Chuang et al., 2011; N. Zhang et al., 101 

2011).   102 

In this study, three different gas-phase mechanisms are compared using an online 3-D 103 

AQM, the Weather Research and Forecasting Model with Chemistry (WRF/Chem) version 3.0 104 

(Grell et al., 2005; Fast et al., 2006) with the Model of Aerosol, Dynamics, Reaction, Ionization, 105 

and Dissolution (MADRID)  of Zhang et al. (2004, 2010a, b) (referred to as WRF/Chem-106 

MADRID).   This comparison differs from previous studies by examining three commonly used 107 

gas-phase mechanisms in an online-coupled meteorology-chemistry-aerosol-cloud-radiation 108 

system, i.e., WRF/Chem, and their impacts on gaseous and aerosol species and meteorological 109 

predictions, as well as the direct and indirect aerosol effects.  The objectives are to: (1) examine 110 

the impacts of different gas-phase mechanisms on WRF/Chem predictions of meteorological 111 

parameters, gases, aerosols, and aerosol direct and indirect effects; (2) identify important sources 112 

of uncertainties in modeling meteorology, chemistry, and their interactions through various 113 

feedback mechanisms for future model improvements.  Section 2 describes the modeling episode, 114 

configurations, and the gas-phase mechanisms used.  In Section 3, modeling results are compared 115 

and evaluated against available surface observations, satellite data, and reanalysis data.  Impacts 116 

of gas-phase mechanisms on model predictions are examined.  Important model uncertainties are 117 
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assessed through comparative evaluation and mechanistic analysis.  Major findings, challenges, 118 

and future studies are summarized in Section 4. 119 

2.  Model Configurations and Simulation Design 120 

2.1. Modeling Episode and Model Description  121 

WRF/Chem-MADRID simulations are conducted at a horizontal resolution of 36-km over 122 

the contiguous U.S. for July 2001. The model components and configurations used in this study 123 

are summarized in Table 1.  Physical options are the same as those used by Zhang et al. (2010b), 124 

except for several updates in WRF/Chem version 3.0, including improvements of Monin-125 

Obukhov surface layer scheme under zero wind conditions (Monin and Obukhov, 1954; Janjic, 126 

2002), Yonsei University (YSU) planetary boundary layer (PBL) scheme under stable conditions 127 

(Hong et al., 2006), Purdue Lin microphysics for graupel ventilation factor (Lin et al., 1983; Chen 128 

and Sun, 2002), and the use of a positive definite advection scheme of Skamarock and Weisman 129 

(2009) that was not available in WRF/Chem v2.2 used in Zhang et al. (2010b).  Atmospheric 130 

processes considered include emissions, transport, diffusion, photolysis, gas- and aqueous-phase 131 

reactions, aerosol processes, aerosol-cloud interactions, dry deposition, and wet scavenging.  132 

Meteorological and chemical initial conditions (ICON) and boundary conditions (BCON) and 133 

anthropogenic/biogenic emissions are also the same as those in Zhang et al. (2010b), which 134 

demonstrated an overall satisfactory performance of WRF/Chem.  While WRF/Chem offers 135 

options to use online BVOCs emissions, offline BVOCs emissions are used in this study.  BVOCs 136 

emissions affect chemical predictions which affect feedbacks of chemical species to meteorology 137 

and the altered meteorology will in turn affect BVOCs emissions and chemical predictions during 138 

next time step, leading to different BVOC emissions, chemical predictions, and accumulated 139 

feedbacks to meteorology that can be attributed in part to different BVOCs emissions and in part 140 
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to different gas-phase mechanisms.  Using offline-generated fixed BVOCs emissions will enable 141 

an examination of the changes in predicted chemical concentrations due only to changes in gas-142 

phase chemical mechanisms and subsequent changes in feedbacks to meteorology, rather than 143 

changes due to a combination of different gas-phase chemical mechanisms and different online 144 

BVOCs emissions.  145 

Two major aerosol-radiation feedbacks (i.e., the aerosol direct effect by scattering and 146 

absorbing solar radiation and indirect effect by acting as cloud condensation nuclei (CCN)) are 147 

considered in WRF/Chem 2.2 and newer versions (Fast et al., 2006).  Several recent studies (e.g., 148 

Fast et al., 2006; Gustafson et al., 2007; Zhang, 2008; Chapman et al., 2009; Zhang et al., 2010b) 149 

have shown the importance of these aerosol direct and indirect effects on a regional scale using 150 

WRF/Chem with CBM-Z and the Model for Simulating Aerosol Interactions and Chemistry 151 

(MOSAIC) that does not treat the formation of secondary organic aerosol (SOA).  Zhang et al. 152 

(2010a) incorporated the updated version of MADRID of Zhang et al. (2004) and Pun et al. (2005) 153 

into WRF/Chem version 3.0 and coupled it with an existing gas-phase mechanism (i.e., Carbon 154 

Bond Mechanism-Z (CBM-Z) of Zaveri and Peters (1999)) and default modules for aerosol direct 155 

and indirect effects in WRF/Chem.  Similar to MOSAIC, MADRID uses a sectional size 156 

representation. Eight size sections over 0.0215 μm - 10 μm with fixed size boundaries for each 157 

section are used to represent the aerosol size distribution.  MADRID differs in many aspects of 158 

aerosol treatments from MOSAIC.  For example, MADRID treats SOA formation from 25 159 

condensable species using an absorptive approach.  It simulates the homogeneous binary 160 

nucleation of sulfuric acid and water vapor following the approach of McMurry and Friedlander 161 

(1979) that accounts for the competition between nucleation and condensation.  MADRID offers 162 

three options for simulating gas/particle mass transfer: bulk equilibrium, hybrid, and kinetic 163 
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approaches.  The bulk equilibrium is used in this work.   When bulk equilibrium approach is used, 164 

condensation is implicitly treated by allocating the transferred mass to different size sections 165 

based on the condensational growth law.   The growth of particles over sections due to various 166 

growth processes is simulated using the moving-center scheme of Jacobson (Jacobson, 2005), in 167 

which the size boundaries of each section are fixed but the diameter representative of the section 168 

is allowed to move within and across the boundaries according to the growth law.  The 169 

coagulation between particles is simulated using the algorithm of Jacobson et al. (1994).  170 

Different from many aerosol models that only simulate PM mass concentrations and diagnose PM 171 

number concentrations from the simulated mass concentrations and assumed section 172 

representative diameters, MADRID uses the so-called two-moment method to explicitly simulate 173 

jointly for PM mass and number concentrations by accounting for their changes due to various 174 

atmospheric processes (e.g., emission, transport, nucleation, condensation, coagulation, cloud 175 

processing, and removal).  The representative diameter for each section is calculated using 176 

simulated particle mass and number concentrations for receptive size section.  A more detailed 177 

description of MADRID along with recent updates can be found in Zhang et al. (2004, 2010a, c). 178 

The initial application of WRF/Chem-MADRID for a 5-day episode over eastern Texas has 179 

shown reasonably good predictions of meteorological variables and surface concentrations and 180 

column mass of chemical species (Zhang et al., 2010b).  WRF/Chem-MADRID has also been or 181 

is being applied to air quality backcasting in other regions in the U.S. and the continental U.S. 182 

(CONUS), Europe, China, and Mexico (e.g., Zhang et al., 2011a; Zhu and Zhang, 2011) and 183 

forecasting in the southeastern U.S. (e.g., Chuang et al., 2011; N. Zhang et al., 2011). 184 

In this study, WRF/Chem-MADRID is further developed by implementing two gas-phase 185 

mechanisms, i.e., CB05 (Yarwood et al., 2005) and SAPRC99 (Carter, 2000), into WRF/Chem 186 
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version 3.0 using the Kinetic PreProcessor (KPP) (Salzmann, 2007, 2008) and coupling them with 187 

MADRID.  An interface is developed between gaseous concentrations predicted from three gas-188 

phase mechanisms (i.e., CBM-Z, CB05, and SAPRC99) and the Goddard shortwave as well as the 189 

Rapid Radiative Transfer Model (RRTM) longwave radiation schemes by accounting for changes 190 

in radiation due to simulated changes in mixing ratios of O3 (instead of using the default O3 191 

profile).  WRF/Chem-MADRID simulations with the three gas-phase mechanisms are conducted 192 

over CONUS for July 2001, a summer month during which differences in model predictions 193 

caused by different gas-phase mechanisms are potentially large.  This episode was also simulated 194 

by Zhang et al. (2010b) using an older version of WRF/Chem (i.e., version 2.2) with CBM-Z and 195 

MOSAIC.  Another important difference between this work and Zhang et al. (2010b) is that SOA 196 

is simulated in WRF/Chem-MADRID with CB05 and SAPRC99 in this effort.  The SOA 197 

formation was not included in previous WRF/Chem simulations with MOSAIC because CBM-Z 198 

was hard-wired with a numerical solver (instead of the generalized KPP) in WRF/Chem and SOA 199 

condensable precursors could not be directly added into it.   200 

As described in Fast et al. (2006), aerosol radiative properties in WRF/Chem are simulated 201 

based on the Mie theory, and aerosol direct radiative forcing is calculated using the Goddard 202 

shortwave radiative transfer model of Chou et al. (1998).  As described in Chapman et al. (2009), 203 

the aerosol indirect effects in WRF/Chem are simulated through aerosol-cloud-radiation-204 

precipitation interactions.  CCN spectrum is determined as a function of PM number 205 

concentrations and updraft velocity following the aerosol activation/resuspension 206 

parameterization of Abdul-Razzak and Ghan (2002) that is based on the Kőhler theory.  Cloud 207 

droplet number concentrations (CDNC) are then predicted from first principles by accounting for 208 

their changes due to major atmospheric processes including droplet nucleation/aerosol activation, 209 
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advection of droplets from adjacent grid cells droplet loss from evaporation, collision/coalescence, 210 

collection by rain, ice, and snow, and freezing to form ice crystals following the parameterization 211 

of Ghan et al. (1997), which has been added to the existing Lin microphysics scheme (Lin et al., 212 

1983; Chen and Sun, 2002) to allow the two-moment treatment of cloud water (cloud water mass 213 

and cloud droplet number) in WRF/Chem.  As indicated by Ghan et al. (1997), the number of 214 

droplet nucleated depends primarily on PM number concentration and updraft velocity, as well as 215 

the PM composition and size distribution.    The cloud-precipitation interactions are simulated by 216 

accounting for the dependence of autoconversion of cloud droplets to rain droplets on CDNC 217 

based on the parameterization of Liu et al. (2005).  The cloud-radiation interactions are simulated 218 

by linking simulated CDNC with the Goddard shortwave radiation scheme and the Lin et al. 219 

microphysics scheme (Skamarock et al., 2005).  220 

CBM-Z and CB05 are two variants of CBM-IV of Gery et al. (1989), a condensed 221 

mechanism that has been primarily developed based on the lumped structure method for urban 222 

studies.  CBM-Z is designed to extend the CBM-IV framework to regional and global scale 223 

applications (Zaveri and Peters, 1999).  CB05 is designed to better simulate biogenics, toxics, PM 224 

formation, and acid deposition under pristine, wintertime, and high altitude conditions (Yarwood 225 

et al., 2005).  Compared with CBM-IV, CBM-Z and CB05 include some up-to-date kinetic data, 226 

additional nitric acid and organic nitrate reactions, explicitly treated methane, ethane, and 227 

methylperoxy radicals, and added lumped species such as alkenes with internal double bonds and 228 

higher organic peroxides.  CB05 includes one more hydrogen reaction, a few more odd-oxygen 229 

reactions, NO3 radical reactions, and NOx recycling reactions, which may be important under very 230 

dry conditions in upper troposphere, pristine conditions, nighttime conditions, and very cold 231 

conditions, respectively (Sarwar et al., 2008).  CBM-Z has more detailed isoprene chemistry than 232 
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CB05, but CB05 includes terpene chemistry that is not treated in CBM-Z.  Compared with CBM-233 

Z, CB05 does not treat acetone, but treats lumped species including ALDX and its corresponding 234 

peroxyacyl radicals, peroxynitrates, carboxylic acids, and peroxycarboxylic acids.  Whitten et al. 235 

(2010) recently revised CB05 to incorporate updated toluene chemistry (i.e., CB05-TU). 236 

According to Sarwar et al. (2011), CB05-TU increases monthly 8-hr O3 by 1-3 ppb (2-5%) in 237 

some urban areas in the U.S. and has a small impact (mostly < 1%) on PM2.5 concentrations.  The 238 

use of CB05-TU is not expected to change air pollution control strategy that is based on CB05. 239 

Unlike CBM-Z and CB05, SAPRC99 is a condensed mechanism that is based on the lumped 240 

species method.  Compared with CB05, SAPRC99 is similar to other mechanisms in its 241 

representation of reactions of isoprene, terpene, and ALDX, but more detailed in categorizing 242 

peroxy radicals, peroxyacytyl nitrate (PAN) analogues, isoprene products, organic acids, and 243 

alkanes.  SAPRC99 also treats more chemical species including acetone, ketones, and aromatic 244 

aldehydes (Carter, 2000).  Many reaction rate constants are different in SAPRC99 and CB05.  245 

SAPRC07 (Carter, 2010), an updated version of SAPRC99, is expected to give predictions closer 246 

to CB05 (Luecken et al., 2008).  Relative to the detailed mechanism of SAPRC-99, the averaged 247 

maximum incremental reactivity values and simulated maximum O3 levels due to updates in 248 

SAPRC07 decrease by ~ 10% and up to 7%, respectively (Carter, 2010). 249 

Similar to Zhang et al. (2010a, b), SOA is not included in the simulation of WRF/Chem-250 

MADRID with CBM-Z in this work, because of the limitation in the implementation of CBM-Z 251 

in WRF/Chem mentioned previously.  However, SOA is treated in the WRF/Chem-MADRID 252 

simulations with CB05 and SAPRC99 using a new SOA module that simulates 25 SOA species 253 

formed by absorbing oxidation products of biogenic VOCs including isoprene and terpene and 254 

anthropogenic VOCs including toluene, xylene, higher molecular alkane, and polycyclic aromatic 255 
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hydrocarbon.  In this SOA module, terpene has been split into sesquiterpene and five 256 

monoterpene families including surrogate species for α-pinene and sabinene, surrogate species for 257 

β-pinene and Δ3-carene, limonene, terpinene, and surrogate species for other monoterpenes, with 258 

speciation factors of 7.4%, 24.8%, 29.4%, 16.4%, 0.6%, and 21.3%, respectively (Seinfeld and 259 

Pankow, 2003; Kanakidou et al., 2005).  Additional reactions are added into CB05 and SAPRC99 260 

to produce 25 SOA precursors for the SOA module in MADRID.  One main difference between 261 

SAPRC99 and CB05 is that SAPRC99 produces SOA from high molecular alkane, whereas CB05 262 

does not, because high molecular alkane is not included in the lumped structure approach used in 263 

CB05. 264 

2.2 Model Evaluation Protocols and Databases 265 

 Model evaluation is performed using an evaluation protocol that follows Zhang et al. 266 

(2006a) and U.S. EPA (2007).  The simulated meteorological variables, chemical concentrations, 267 

and aerosol and cloud properties are evaluated against available surface observations, satellite 268 

data, and reanalysis data.  The evaluation protocol includes spatial distribution, temporal variation, 269 

column abundances, and overall statistical metrics.  The statistical measures used here include the 270 

normalized mean bias (NMB) and the normalized mean gross error (NME) (see their definitions 271 

in Zhang et al. (2006a)). Simulation results within the relaxation zones (defined as the five grid 272 

cells closest to each lateral boundary) are excluded in the statistics calculation to eliminate 273 

unreliable predictions of cloud properties and radiative fluxes caused by specified lateral 274 

boundary conditions.  Detailed temporal (hourly) variations of meteorological and chemical 275 

predictions are analyzed at 8 sites from the Southeastern Aerosol Research and Characterization 276 

Study Experiment (SEARCH) (Jefferson Street (JST), Atlanta, GA, Yorkville (YRK), GA, North 277 
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Birmingham (BHM), AL, Centreville (CTR), AL, Gulfport (GFP), MS, Oak Grove (OAK), MS, 278 

Pensacola (PNS), FL, and Outlying Landing (OLF), FL). 279 

Tables 2-3 summarize observational networks and variables, measurement methods, and 280 

associated accuracies/uncertainties included in the model evaluation.  Surface networks include 281 

the Clean Air Status and Trends Network (CASTNET, http://www.epa.gov/castnet/), the 282 

Speciation Trend Network (STN, http://www.epa.gov/ttn/amtic/speciepg.html), the Air Quality 283 

System (AQS, http://www.epa.gov/ttn/airs/airsaqs/ ), the Interagency Monitoring of Protected 284 

Visual Environments (IMPROVE, http://vista.cira.colostate.edu/improve/), SEARCH 285 

(http://www.atmospheric-research.com/studies/SEARCH), and the National Atmospheric 286 

Deposition Program (NADP, http://nadp.sws.uiuc.edu).  CASTNET provides data to assess trends 287 

in air quality, atmospheric deposition, and ecological effects due to changes in air pollutant 288 

emissions.  It contains continuous meteorological measurements (e.g., surface incoming 289 

shortwave radiation (SWD), surface pressure (P), 2-m temperature (T2), 2-m relative humidity 290 

(RH2), wind speed and direction at 10-m (WSP10 and WDR10)), continuous O3 measurements, 291 

as well as weekly samples for sulfate (SO4
2-), nitrate (NO3

-), ammonium (NH4
+), sulfur dioxide 292 

(SO2), and nitric acid (HNO3) at 83 sites across the U.S.   Most sites are located in rural or remote 293 

locations where the influence of pollutant emissions is minimal.  STN was designed to monitor 294 

and gather data on the chemical composition of fine particles to characterize annual and seasonal 295 

spatial distributions and trends of PM2.5.  It contains 24-hr average (every 3 days) measurements 296 

of PM2.5, SO4
2-, NO3

-, NH4
+, EC, and OC at 54 sites in urban areas.   IMPROVE was established 297 

to document long-term trends for assessing progress towards the national visibility goal and 298 

monitor regional haze in support of the State Implementation Plan for Regional Haze in Class I 299 

areas (e.g., national parks and wilderness areas).  It provides 24-hr average samples for PM2.5, 300 
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SO4
2-, NO3

-, NH4
+, EC, and OC for every third day (midnight to midnight, local time) at 134 sites 301 

in the U.S.  AQS was established as a repository of the ambient air quality data collected by U.S. 302 

EPA, state, local, and tribal air pollution control agencies from thousands of monitoring stations.  303 

It provides ambient concentrations of criteria and hazardous air pollutants at monitoring sites, 304 

primarily in cities and towns in the U.S.  For example, hourly O3 measurements are available at 305 

1161 sites for July 2001.  SEARCH was established to address regulatory and scientific questions 306 

on O3 and its precursors, PM mass and composition, mercury speciation and deposition, wet 307 

deposition of acidity and nutrients and atmospheric visibility. It provides hourly meteorological 308 

and chemical (e.g., P, T2, RH2, WSP10, and WDR10, nitrogen dioxide (NO2), nitric oxide (NO), 309 

carbon monoxide (CO), reactive nitrogen compounds (NOy), SO2, HNO3, O3, PM2.5, and PM2.5 310 

compositions) measurements and 24-hr average measurements of PM2.5 and PM2.5 compositions 311 

at 8 sites that are grouped into pairs of urban/rural or urban/sub-urban sites located in the 312 

southeastern U.S.  NADP was designed to record long-term data on the amounts, trends, and 313 

geographic distributions of acids, nutrients, and base cations in precipitation, as well as weekly 314 

total measurements of precipitation over 250 sites in the U.S.  315 

The observational datasets include meteorological variables (e.g., SWD, P, T2, RH2, 316 

WSP10, WDR10, U10, V10, weekly and daily Precip, and chemical concentrations (e.g., hourly 317 

gaseous concentrations including O3, SO2, HNO3, and 24-hr averaged aerosol concentrations 318 

including PM2.5, sulfate (SO4
2-), nitrate (NO3

-), ammonium (NH4
+), black carbon (BC), organic 319 

carbon (OC), and organic matters (OM).  Wind is evaluated using wind speed and its west-east 320 

and south-north components, i.e., U and V, respectively.  OC observations by IMPROVE and 321 

SEARCH are converted to OM by multiplying by 1.4 for comparison with model predictions of 322 

OM, despite some uncertainties associated with this value (White and Roberts, 1977; Turpin and 323 
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Lim, 2001).  BC and OC observations by STN are combined to obtain total carbon (TC) for 324 

comparisons with simulated TC because STN uses the thermo-optical transmittance protocol that 325 

is different from thermo-optical reflectance protocol used by the SEARCH and IMPROVE 326 

networks.  The uncertainties and/or biases associated with these measurements due to various 327 

possible sources of errors in instruments and/or measurement methods are summarized in Tables 328 

2-3. 329 

Satellite data include outgoing longwave radiation (OLR) from the National Oceanic and 330 

Atmospheric Administration Climate Diagnostic Center (NOAA-CDC), tropospheric ozone 331 

residual (TOR) from the Total Ozone Mapping Spectrometer/Solar Backscattered Ultra Violet 332 

(TOMS/SBUV), column NO2 from the Global Ozone Mapping Experiment (GOME), column CO 333 

from the Measurements of Pollution in the Troposphere (MOPITT), precipitable water vapor 334 

(PWV), cloud water path (CWP), cloud fraction (CF), cloud optical depths (COT), aerosol optical 335 

depth (AOD), and CCN from the Moderate Resolution Imaging Spectroradiometer (MODIS), and 336 

CDNC in warm cloud derived by Bennartz (2007) using MODIS data.  Terra orbits cross the 337 

equator at 10:30 local time. To evaluate all observations related to MODIS, the monthly-mean 338 

AODs from WRF/Chem are calculated as an average of values during 1500-2000 UTC when the 339 

Terra satellite passes over the continental U.S., following Roy et al. (2007).  CWP is calculated as 340 

the summation of cloud water as liquid, ice, rain, snow, and graupel (Otkin and Greenwald, 2008).  341 

CDNC in warm cloud is calculated as an average value within the layer of 150~800 m from the 342 

ground during cloudy periods.  Reanalysis data include precipitation from the Climate Prediction 343 

Center (CPC) Merged Analysis of Precipitation (CMAP), in which observations from rain gauges 344 

are merged with precipitation estimates from several satellite-based algorithms (infrared and 345 

microwave) to produce pentad (5-day) and monthly analyses of precipitation (Xie and Arkin, 346 
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1997).  All satellite data and reanalysis data are re-gridded to the simulation domain for model 347 

evaluation.   Similar to surface observations, uncertainties and/or biases associated with satellite 348 

data and retrieval algorithms as summarized in Tables 2-3 could help explain some differences 349 

between simulation results and observations. 350 

 351 

3.  Results and Discussions 352 

3.1 Meteorological Variables 353 

Table 4 summarizes performance statistics of the meteorological predictions from the 354 

simulations with three gas-phase mechanisms.  Figures 1 and 2 show spatial distributions of 355 

simulated monthly-mean meteorological variables compared against observations from surface 356 

networks and satellite data and reanalysis data.  Only results from WRF/Chem-MADRID 357 

simulation with CB05 are shown because all WRF/Chem-MADRID simulations with different 358 

gas-phase mechanisms give overall similar monthly-mean spatial distribution of predicted 359 

meteorological variables including SWD, OLR, P, T2, RH2, WSP10, WDR10, Precip., PWV, 360 

CWP, CF, and COT, despite differences in their magnitudes at specific locations (see Section 3.3).  361 

Among them, the differences in simulated COT are the largest with domain-wide mean 362 

percentage difference of < 5% between simulations.  The monthly-mean meteorological 363 

predictions of WRF/Chem version 3.0 in this study are also similar to those of version 2.2 in 364 

Zhang et al. (2010a). 365 

Simulated OLR is comparable with NOAA-CDC observations in terms of spatial 366 

distributions and magnitude (Figure 1), with NMBs of -2.6% to -2.5% (Table 4).  Overpredictions 367 

of OLR by > 10 W m-2 are found over most states in the Midwest and northeastern U.S., where 368 

CF is underpredicted.  Underpredictions of OLR by > 10 W m-2 are found over the southeastern 369 
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and northwestern coastal areas, where CF is overpredicted.  The opposite trends of OLR and CF 370 

in those areas demonstrate clearly the role of clouds in trapping the outgoing infrared radiation 371 

emitted by the Earth’s surface.  A reliable parameterization is not yet available to account for the 372 

contribution of convective clouds to cloud water content.  As a result, CWP is significantly 373 

underestimated over most of the domain with an NMB of -67.4%, although the magnitude of CF 374 

is more comparable with the MODIS observations with an NMB of -5.6%.  CWP is overpredicted 375 

over the Atlantic Ocean and the coastal areas, which coincides with significant overpredictions of 376 

CF and Precip.  COT is significantly underpredicted over the entire domain, with NMBs of -377 

76.4% to -74.7%, due not only to underpredicted CWP, but also to the fact that COTs considered 378 

here are only from water and ice.  COTs from rain, snow, and graupel are not accounted for.  379 

While large differences exist in the simulated versus observed spatial distributions of CWP, COT, 380 

and CF, simulated and observed PWV are overall consistent in terms of both magnitudes and 381 

spatial distributions.  The CMAP reanalysis data give comparable precipitation to NADP surface 382 

observations, but its horizontal resolution of 2.5° × 2.5° is not fine enough to capture the 383 

considerable spatial variability, especially over the eastern U.S. where heavy precipitation was 384 

observed by NADP but is significantly underestimated by the CMAP reanalysis data.  Comparing 385 

with the CMAP reanalysis data, the simulation better captures spatial variability of NADP 386 

observed precipitation, but significantly overpredicts precipitation intensity with NMBs of 53.0-387 

54.2% against NADP and 53.4-55.6% against CMAP, which is attributed to too frequent 388 

afternoon convective rainfall and/or an overestimation in the amount of the rainfall simulated by 389 

the Grell-Devenyi ensemble cumulus parameterization in summer. The overprediction of 390 

precipitation coincides with the underprediction of PWV and CWP over most of the domain, 391 

showing uncertainties in simulated atmospheric water budget.  The uncertainties in PWV, CWP, 392 
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and precipitation directly affect aerosol thermodynamics, aqueous-phase chemistry, and wet 393 

scavenging, respectively. 394 

Comparisons with observations indicate that SWD is overestimated over the entire domain 395 

(Figure 2), with NMBs of 14.9-22.7% for hourly values and 15.2-15.6% for daily maximum value 396 

(Table 4).  Similar overpredictions in SWD were also reported in Otte (2008a).  Since current 397 

models are able to well reproduce shortwave radiative transfer under clear sky conditions (Chou 398 

and Suarez, 1999; Li and Trishchenko, 2001; Tarasova et al., 2006; Miao et al., 2008), the 399 

overprediction of surface shortwave radiation may be likely due to uncertainties associated with 400 

cloud radiative forcing.  Despite uncertainties in the predictions of radiative variables, surface P 401 

and T2 are well reproduced, except for a few observational sites.  Some studies (e.g., Tarasova et 402 

al., 2006; Zhang et al., 2010a) have shown that with the Monin-Obukhov surface layer 403 

parameterization and NOAH land surface model, a monthly-mean difference in SWD up to 80 W 404 

m-2 (equivalent to an NMB above 20%) would not induce a difference in T2 greater than 1°C 405 

(equivalent to an NMB about 5%).  However, using the NOAH land surface model tends to give a 406 

dry bias for near-surface RH (with an overall NMB of -15.0% to -5.1%) due to excessive latent 407 

heat fluxes (Sanjay, 2008), since WSP10 is significantly overpredicted in the entire domain with 408 

NMBs of 49.0-98.4% (as shown in Table 4 and Figure 2).  The similarity theory used by Monin-409 

Obukhov surface layer parameterization scheme could induce large uncertainties in deriving 410 

vertical wind profiles, especially under stable conditions.  This is supported by the fact that the 411 

differences between simulated and observed WSP10 are found to be much larger during nighttime 412 

and much smaller during daytime (not shown) at most surface observational sites including 413 

CASTNET and SEARCH.  The NMBs for WDR10 are within 6% at both CASTNET and 414 

SEARCH sites.  The west-east component of WSP10 (U10) is overestimated domain-wide with 415 
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NMBs above 300%.  The south-north component of WSP10 (V10) is comparable with 416 

CASTNET observations (with an NMB of 13.8-14.6%), but is significantly overestimated at the 417 

SEARCH sites (with an NMB of 133.1-157.4%).  As shown in Otte (2008a, b), the use of four-418 

dimensional data assimilation can reduce the biases in wind predictions.   419 

The impact of different gas-phase mechanisms on meteorological predictions under some 420 

conditions at some locations can be sizeable.  Figure 3 show temporal variations of SWD, T2, and 421 

RH2 at the SEARCH sites to examine differences in simulated aerosol direct, semi-direct, and 422 

indirect effects caused by different gas-phase mechanisms.  All three gas-phase mechanisms 423 

predict very similar SWD under clear-sky conditions at the SEARCH sites, indicating their minor 424 

role in the predictions of aerosol direct effect.  However, discrepancies of SWD under cloudy-sky 425 

conditions among the three simulations could become as large as 500 W m-2, demonstrating an 426 

important role of aerosol indirect effect.  The impact of cloud radiative forcing (which is affected 427 

by aerosol indirect effects) on SWD and the differences among simulated SWD under cloudy 428 

conditions could become even larger if CWP and COT are not significantly underpredicted.  As 429 

an example, the discrepancies of SWD caused by different gas-phase mechanisms are above 100 430 

W m-2 on July 28 and 30 (Figure 3), the differences in T2 and RH2 during this time period could 431 

become as large as 3oC and 10%, respectively, at all SEARCH sites, reflecting their responses to 432 

changes in SWD.  Differences in T2, RH2, and SWD among simulations are generally not as 433 

large as those between simulated and their receptive observed values, due to the fact that the 434 

simulated surface layer meteorological parameters are very similar with different gas-phase 435 

mechanisms, but they are quite different from observations. 436 

3.2 Surface Concentrations 437 
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Table 5 summarizes performance statistics of chemical predictions.  Figure 4 shows 438 

simulated and observed spatial distributions of monthly-mean maximum 1-hr and 8-hr O3 mixing 439 

ratios and their NMBs.  Surface O3 mixing ratios are underpredicted over the western U.S., 440 

especially along the Pacific coastal area, but overpredicted over the eastern U.S., especially over 441 

Georgia, Kentucky, Tennessee, Alabama, and Mississippi.  All simulations give low NMBs for 442 

maximum 1-hr and 8-hr O3 mixing ratios (2.8-12.4% and 7-18.2%, respectively) at the 443 

CASTNET and AQS sites, but higher NMBs (23.6-36.8% and 33.3-46.9%, respectively) at the 444 

SEARCH sites (Table 5), due likely to several reasons.  For example, the emissions of O3 445 

precursors (e.g., NOx) in the southeastern U.S. may have been overestimated (Zhang et al., 2006b; 446 

2010b; Liu and Zhang, 2011).  Shortwave radiation and temperature are overestimated on some 447 

days (see SEARCH sites JST, YRK, and PNS in Figure 3), which lead to a stronger 448 

photochemistry than what it should be.  The vertical mixing at the SEARCH sites may be 449 

underestimated.  In addition, the use of a coarse horizontal grid resolution of 36 km cannot 450 

accurately capture pointwise measurements at urban sites.  The discrepancies of maximum 1-hr 451 

and 8-hr O3 mixing ratios between CBM-Z and CB05 are within ± 2 ppb over most of the domain, 452 

with CBM-Z predictions slightly higher over the western and eastern U.S., and CB05 predictions 453 

slightly higher over central U.S.  As shown in Figure 4, SAPRC99 gives higher maximum 1-hr 454 

and 8-hr O3 over the entire domain than the other two gas-phase mechanisms, with higher values 455 

by at least 2 ppb over most of the domain and by 6-11 ppb over the southeastern U.S. where large 456 

biogenic emissions occur.  This is consistent with the findings in Luecken et al. (2008).  The 457 

inclusion of methacrolein and aromatic aldehydes in SAPRC99 leads to higher O3 formation than 458 

CB05. 459 
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Figure 5 shows simulated mixing ratios of ALD2 (which is a precursor of PAN), HNO3, 460 

PAN and higher PAN analogues (PANs), and the sum of the mixing ratios of HNO3 and PANs.  461 

CBM-Z gives the highest HNO3 but the lowest ALD2 and PANs, CB05 gives the highest ALD2, 462 

PANs, and the sum of HNO3 and PANs, and SAPRC99 gives the lowest HNO3.  This indicates a 463 

more important role of organic chemistry in dictating the nitrogen budget in SAPRC99 and CB05 464 

than in CBM-Z.  The differences in HNO3 predictions are largely due to a different reaction rate 465 

for conversions of NO2 and N2O5 to HNO3 used in these mechanisms, which are the major 466 

pathways for HNO3 formation in the gas phase during the daytime and nighttime, respectively.  467 

For example, at a temperature of 300 K, the reaction rate constants for NO2 +OH + M → HNO3 468 

are the highest in CB05 (~2.9 times greater than that in CBM-Z) and the lowest in SAPRC99 469 

(~3.9 times lower than that in CBM-Z). The reaction rate constant for N2O5 +H2O → HNO3 used 470 

in CBM-Z is about 7.7 times greater than that used in SAPRC99 and that used in CB05 is within 471 

4% of the value used in SAPRC99.  However, CB05 uses an additional reaction for homogeneous 472 

hydrolysis of N2O5 (i.e., a termolecular reaction involving N2O5 and H2O). Thus, the effective 473 

homogeneous hydrolysis rate of N2O5 in CB05 at an elevated level of water vapor may be greater 474 

than that in SAPRC99.   The high reaction rate constant for NO2 +OH + M → HNO3 and the 475 

highest reaction rate constant for N2O5 +H2O → HNO3 used in CBM-Z, coupled with the highest 476 

OH mixing ratio (see Figure 9), lead to the highest HNO3 mixing ratios among the three 477 

simulations. 478 

All three gas-phase mechanisms give very similar spatial distributions of surface NO2 479 

(Figures not shown), with higher (> 0.2 ppb) mixing ratios from SAPRC99 than from the other 480 

two mechanisms over most of the eastern U.S.  Comparing SAPRC99 to CB05 (see Figure 6), a 481 

stronger oxidation by higher OH radicals simulated by SAPRC99 leads to lower simulated mixing 482 
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ratios of isoprene and HCHO than by CB05.  The largest discrepancies in their surface NO2 483 

predictions occur in the northeastern and midwestern U.S., whereas the largest discrepancies in 484 

their surface O3 predictions occur in the southeastern U.S.  This is partly because of higher 485 

BVOCs emissions in the southeastern U.S. than in the northeastern U.S. that are oxidized by 486 

higher OH radicals from SAPRC99 than from CB05, leading to higher O3 and larger differences 487 

between their O3 predictions in the southeastern U.S.  Another reason is due to the fact that O3 488 

chemistry in the southeastern U.S. is more NOx-limited than the northeastern U.S. due to higher 489 

BVOCs emissions.  This can be illustrated by the photochemical indicators including H2O2/HNO3, 490 

NOy, O3/NOx, O3/NOy, O3/NOz (where NOz = NOy-NOx), formaldehyde (HCHO)/NOy, and 491 

HCHO/NO2 in Figure 7.  O3 chemistry is considered to be NOx-limited in regions with the values 492 

of H2O2/HNO3 ≥ 0.2, NOy ≤ 20, O3/NOx ≥  15, O3/NOy ≥ 7, O3/NOz ≥ 7, HCHO/NOy ≥ 0.28, and 493 

HCHO/NO2 ≥ 1 (Milford et al., 1994; Sillman, 1995; Sillman et al., 1997; Lu and Chang, 1998; 494 

Tonnesen and Dennis, 2000 a, b; Liang et al., 2006).  The higher the value of the indicator is for 495 

values above their threshold value, the more NOx-limited the region is.  One exception is for NOy, 496 

with a lower value indicating a more NOx-limited for values lower than the threshold value.  497 

According to these threshold values, O3 chemistry is NOx-limited in most of domain, although it 498 

is VOC-limited in big cities such as Los Angeles, Chicago, New York, Houston, and New 499 

Orleans.  The values of H2O2/HNO3 and O3/NOz do not show obviously the VOC-limited O3 500 

chemistry in those big cities due to several reasons.  First, different threshold values under 501 

different conditions were proposed to use to indicate VOC- or NOx- limited chemistry.  For 502 

example, a different threshold value of H2O2/HNO3 was proposed to be 0.4 by Sillman (1995), 503 

0.8-1.2 by Lu and Chang (1998), and 2.4 by Zhang et al. (2010b).    Using threshold values of 0.8-504 

1.2 or 2.4, the values of H2O2/HNO3 indicate VOC-limited O3 chemistry in big cities, consistent 505 
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with results using other indicators.  Similarly, O3/NOz with a threshold value of 20 as suggested 506 

by Zhang et al. (2009) also indicates VOC-limited O3 chemistry in some big cities.  Second, the 507 

use of a low model horizontal resolution of 36-km dilutes urban emissions and artificially changes 508 

the O3 chemistry from a VOC-limited nature to a NOx-limited regime.  Simulated values of 509 

indicators in the southeastern U.S. are larger (but smaller for NOy) than those in the northeastern 510 

U.S., indicating that O3 chemistry is more NOx-limited in the southeastern U.S. than in the 511 

northeastern U.S.    512 

Figure 8 shows spatial distributions of 24-hr average mass concentrations of PM2.5 and its 513 

components as well as 24-hr average number concentrations of PM2.5 from WRF/Chem-514 

MADRID simulations with three gas-phase mechanisms.  Modeling results with all three gas-515 

phase mechanisms reproduce observed PM2.5 concentrations well, with NMBs of -2.2% to12.7% 516 

against available surface networks (Table 5).  CB05 and SAPRC99 are more similar in spatial 517 

patterns of PM2.5 than either of them is with CBM-Z.  Compared with statistics shown in Zhang et 518 

al. (2010b), predictions of PM2.5 and its components are noticeably improved because of the use 519 

of a positive definite advection scheme.  For example, NMBs for PM2.5 predictions are 2.4%, 520 

2.5%, 12.6% at the IMPROVE, STN, and SEARCH sites from the simulation with CBM-Z in 521 

Table 5, as compared with 8.5%, 21.5%, 33.1%, respectively, from Zhang et al. (2010b). Similar 522 

improvements are found for SO4
2-, NO3

-, and NH4
+.  This is mainly because the simulations in 523 

this work are based on WRF/Chem version 3.0, which uses a positive advection scheme and an 524 

improved YSU PBL scheme that were not available in WRF/Chem version 2.2 used in Zhang et 525 

al. (2010b).  The use of these schemes greatly reduces the overpredictions in PM2.5 mass 526 

concentrations with a more accurate representation of mixing processes in the PBL.   527 
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SO4
2- is produced through the gas-phase oxidation of SO2 by OH, and aqueous-phase 528 

oxidation by dissolved oxidants such as H2O2.  As shown in Figure 9, CBM-Z gives the highest 529 

OH, CB05 gives the lowest OH but the highest H2O2, and SAPRC99 gives the lowest H2O2.  The 530 

aqueous-phase SO2 oxidation is likely being underestimated due to a significant underestimation 531 

of CWP (see Figure 1 and Table 4), which is supported by not only the overestimation of SO2 532 

concentrations (with NMBs of 58.4%~64.4% in Table 5), but also the fact that the spatial 533 

distribution of SO2 predictions follow that of OH rather than that of H2O2 (not shown).  However, 534 

since SO4
2- concentrations are dominated by gas-phase oxidation, which may have been 535 

overestimated due to overestimated shortwave radiation (with NMBs of 15-22.7% at the 536 

CASTNET and SEARCH sites, see Table 4) and SO2 emissions (with NMBs of 58.4-64.4% at the 537 

SEARCH sites, see Table 5).  The underpredicted aqueous-phase SO4
2- formation did not lead to 538 

large underpredictions in SO4
2- concentrations at all network sites, as indicated by their NMBs. 539 

Among the three simulations, CBM-Z gives the highest concentrations of SO4
2-, NO3

-, and NH4
+, 540 

due primarily to the highest mixing ratios of OH.   Although CB05 gives much higher H2O2 than 541 

the other two gas-phase mechanisms, it still gives the highest SO2 and the lowest SO4
2-, due to the 542 

simulated dominance of gas-phase oxidation over aqueous-phase oxidation across most of the 543 

domain during most time periods.  The spatial distribution of NH4
+ from the three simulations 544 

follows that of SO4
2-, because higher SO4

2- concentrations also result in higher NH4
+ 545 

concentrations as a result of the neutralization reactions between them and the fact that high 546 

temperatures under summer conditions do not favor the formation of NH4NO3.  Compared with 547 

CB05, SAPRC99 gives higher concentrations of SO4
2- and NH4

+ due to higher OH mixing ratios 548 

but lower concentrations of NO3
- due to lower mixing ratios of HNO3 resulted from a lower 549 

reaction rate for the conversion of N2O5 to HNO3.   550 
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NO3
- concentrations are determined by the concentrations of its precursor HNO3 and 551 

thermodynamic equilibrium involving cations such as NH4
+ and other anions such as SO4

2- in the 552 

particulate phase  As shown in Figure 5, simulated HNO3 mixing ratios are the highest by CBM-Z 553 

and the lowest by SAPRC99, consequently, NO3
- concentrations are the highest by CBM-Z and 554 

the lowest by SAPRC99 (see Figure 8). All simulations give large overpredictions of NO3
- 555 

concentrations (NMBs of 234.9-272.5% for CBM-Z, 125.6-159.9% for CB05, and 63.9-87.9% for 556 

SAPRC99 in Table 5) at the CASTNET, IMPROVE, and SEARCH sites but much smaller biases 557 

(NMBs of 39.6% for CBM-Z, 2.8% for CB05, and -16.2% for SAPRC99) at the STN sites.  The 558 

large overprediction in the NO3
- concentrations can be attributed to three main factors.  First, the 559 

overprediction in the shortwave radiation may have led to higher HNO3 photochemical 560 

production than what it should be in the gas-phase.  Second, the reaction probability (γ) of 0.1 for 561 

the heterogeneous reaction of N2O5 to produce HNO3 may be too high.  Recent laboratory data 562 

reported γ values in the range of 0.002 and 0.02 (Davis et al., 2008 and references there in). 563 

Lower biases at the STN sites indicate that the γ value of 0.1 may be more appropriate at those 564 

sites than other network sites.  Third, the rate constant for the homogeneous hydrolysis of N2O5 565 

used in all mechanisms may be too high. For example, the International Union of Pure and 566 

Applied Chemistry (IUPAC) recently suggested a much lower value for the rate constant for the 567 

bimolecular hydrolysis of N2O5 (IUPAC, 2010).  While some studies showed the anti-correlation 568 

between the biases in simulated SO4
2- and NO3

- (e.g., the systematic underestimations of NO3
-
 569 

result from overestimations of SO4
2- for 2004 at the STN, IMPROVE, and CASTNET sites over 570 

the eastern U.S., Yu et al., 2008), such a correlation is not obvious at the network sites for 2001.  571 

All three gas-phase mechanisms give very similar predictions of BC, with an 572 

overprediction of ~32% at the IMPROVE sites and an underprediction of about 40% at the 573 
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SEARCH sites, indicating uncertainties in primary carbon emissions and in some atmospheric 574 

processes such as vertical mixing, advection, and removal, as BC is not chemically reactive.  575 

Compared with WRF/Chem using CBM-Z and MOSAIC in Zhang et al. (2010b) that gives 576 

NMBs of 68.1% and  -14.3% at the IMPROVE and SEARCH, simulated BC concentrations in 577 

this effort with a more accurate representation of the PBL mixing processes are less overpredicted 578 

at the IMPROVE sites but more underpredicted at the SEARCH sites.  This indicates that 579 

emissions of BC in the urban/rural areas of the eastern U.S. are likely underestimated and those in 580 

the IMPROVE rural or remote locations are likely overestimated.  NMBs for OM predictions are 581 

-42.6% and -72.6% at the IMPROVE and SEARCH sites from the simulation with CBM-582 

Z/MADRID in this work, as compared with -37.1% and -49.4%, respectively, from CBM-583 

Z/MOSAIC in Zhang et al. (2010b). Note that OM predictions from CBM-Z/MADRID in this 584 

work and CBM-Z/MOSAIC in Zhang et al. (2010b) are primary OM predictions because of 585 

exclusion of SOA.  More underpredictions in OM with a more accurate representation of PBL 586 

mixing processes in this effort imply again the possible underestimate of primary OM emissions 587 

in the eastern U.S.   Compared with the  simulation with CBM-Z, the simulations with CB05 and 588 

SAPRC99 give lower biases in OM because of their inclusion of SOA formation, with 21.3% and 589 

13.7% at the IMPROVE sites, respectively, and  -36.1% and -50.5% at the SEARCH sites.  590 

Simulated SOA concentrations are mostly in the range of 1-6 μg m-3 in the Great Lakes region, 1-591 

2 μg m-3 in some areas of the southeastern and northwestern U.S., and < 0.5-1 μg m-3 in other 592 

areas (not shown).  Large differences between SOA concentrations simulated with CB05 and 593 

SAPRC99 occur in areas with high emissions of biogenic VOCs and high molecular alkanes.  For 594 

example, SAPRC99 gives lower SOA in the southeastern U.S. but higher SOA over the Great 595 

Lakes area and the northeastern coast of the U.S.  Compared with CB05, SAPRC99 gives higher 596 
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predictions of all oxidants, including O3 (see Figure 4), OH (Figure 6), O and NO3 (Figures not 597 

shown), over most of the domain, which should favor SOA formation.  However, CB05 actually 598 

gives higher SOA concentrations than SAPRC99 domain-wide, except at urban sites (e.g., STN) 599 

where high molecular alkanes make a significant contribution to SOA formation.  This can be 600 

attributed to two main reasons.  First, SAPRC99 gives lower mixing ratios of the SOA precursors 601 

such as ISOP (see Figure 6), terpenes, and sesquiterpenes in the southeastern U.S. but higher 602 

values in the Great Lakes area and the northeastern coastal areas.  Second, high molecular alkanes 603 

in the Great Lakes region and the northeastern coast can produce additional SOA in SAPRC99 604 

that is not simulated in CB05.  Differences in simulated SOA concentrations dominate differences 605 

in simulated organic aerosols by WRF/Chem-MADRID with CB05 and SAPRC99.   606 

No observations are available for PM2.5 number concentrations.  Simulated PM2.5 number 607 

concentrations correlate strongly with simulated mass concentrations of SO4
2- and NH4

+ and thus 608 

PM2.5 (due to the dominancy of SO4
2- and NH4

+ among all PM components), with CBM-Z and 609 

SAPRC99 predicting the highest and lowest PM2.5 number concentrations, respectively (see 610 

Figure 8).  The spatial distributions of SO2 concentrations from the three simulations are very 611 

similar (Figures not shown), but the concentrations of H2SO4 vapor and thus sulfate are quite 612 

different due to different levels of OH radical in the gas-phase and oxidants such as H2O2 and O3 613 

in both gas- and aqueous-phase, as shown in Figure 9.  Since the rate of new particle formation 614 

via homogeneous nucleation is proportional to the availability of H2SO4 vapor, a higher H2SO4 615 

vapor would lead to a larger nucleation rate.  PM number concentrations in the size sections 1-2 616 

(corresponding to the nucleation mode with aerodynamic diameter < 0.1 μm in the modal 617 

approach) dominate over those in the size sections of 3-6 and 7-8 (corresponding to accumulation 618 

(0.1 μm ≤ aerodynamic diameter < 2.5 μm) and coarse modes (aerodynamic diameter > 2.5 μm), 619 
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respectively), contributing to > 97% of total PM number concentrations domainwide (Figure not 620 

shown).  A larger nucleation rate will thus result in a larger total PM2.5 number concentration, 621 

with a larger increase in the PM number concentration in sections 1-2. On the other hand, a higher 622 

H2SO4 vapor would also lead to a higher condensation rate, thus a larger increase in sulfate (thus 623 

PM2.5) mass concentrations mainly in size sections with larger surface areas (i.e., sections 3-6).  624 

While increased sulfate mass concentrations due to condensational growth will not directly 625 

increase the PM number concentrations in those sections, particles from sections 1-2 locally in 626 

this grid cell may grow into sections 3-6 through condensation and coagulation processes and 627 

those (regardless of their sizes) in other grid cells may be transported into this grid cell via 628 

advection, mixing, and horizontal transport, leading to increases in the PM number concentrations 629 

in sections 3-6 (though to a much lesser degree than those in sections 1-2 that dominate the 630 

variation trend of PM2.5 number concentrations, Figures not shown).  The simulation with CBM-Z 631 

predicts the highest sulfate (and thus PM2.5) concentrations, thus the highest PM2.5 number 632 

concentrations.  The strong correlation between PM2.5 number and mass concentrations indicates 633 

that simulated PM2.5 number concentrations are mainly affected by aerosol processes such as new 634 

particle formations via homogeneous nucleation and coagulation, although in some cases, the 635 

impact of meteorological processes (e.g., such as mixing, advection, and transport) may also be 636 

important. 637 

Figures 10-11 show temporal variations of observed and simulated hourly O3 and PM2.5 638 

concentrations at four SEARCH sites.  All three simulations tend to overpredict O3 to some extent, 639 

with the largest overpredictions occurring at BHM.  Among the three simulations, SAPRC99 640 

gives the highest O3 mixing ratios at all sites during nearly all time periods.  Simulated PM2.5 641 

concentrations with all three mechanisms follow the observed variation trends well except for 642 
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July 1-6 and 24-31 at all sites, July 17 at JST, YRK, and BHM, and July 20 at CTR during which 643 

overpredictions occur.  CBM-Z and CB05 tend to give higher PM2.5 concentrations than 644 

SAPRC99 during these time periods.  645 

3.3 Column Variables  646 

Figure 12 shows simulated and observed spatial distributions of column mass 647 

concentrations of chemical species and AOD. The corresponding performance statistics are given 648 

in Table 4. Unlike surface O3 concentrations, all three gas-phase mechanisms give very similar 649 

TOR predictions (within differences of ± 5%), indicating that TOR predictions largely depend on 650 

O3 concentrations in upper atmosphere, where boundary conditions play a more important role 651 

than atmospheric chemistry. Compared with observations from TOMS/SBUV, TOR is 652 

underpredicted over most of the domain, especially over central U.S., and overpredicted along the 653 

south lateral boundaries, with domain-wide NMBs of -6.7% to -5.1%.  Surface CO predictions 654 

agree well with SEARCH observations (see Table 4), while column CO abundance is moderately 655 

overpredicted with NMBs of 18.9-23.7% (note that MOPITT satellite data for August 2001 was 656 

used for evaluation, since no MOPITT observations were available for July 2001).  CO is affected 657 

by emissions, secondary formation through oxidation of VOCs by various radicals (e.g., OH and 658 

NO3) and oxidants (e.g., O3), among which oxidations by OH (e.g., HCHO + OH) dominate, and 659 

the destruction via CO+OH reaction.  All three simulations use the same emissions, the 660 

differences in simulated CO via chemical reactions are therefore mainly responsible for 661 

differences in simulated surface and column CO mixing ratios.  Highest OH mixing ratios 662 

simulated by CBM-Z lead to the lowest CO mixing ratios and the lowest NMB among the three 663 

simulations, whereas CB05 gives the highest CO column due to the lowest OH mixing ratios and 664 

thus the largest NMB.  Despite moderate domainwide NMBs of 19-26%, the simulated spatial 665 
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distributions of CO mixing ratios agree poorly with observations from MOPITT.   Column NO2 666 

abundance is underpredicted in the western U.S., especially along the Pacific coastal area, and 667 

overpredicted in the eastern U.S., with the lowest NMB of 5.1% by CB05.  The simulations with 668 

different gas-phase mechanisms give overall similar AOD in terms of spatial distribution but 669 

somewhat differ in their magnitudes in some areas.  Similar to PM2.5, CB05 and SAPRC99 are 670 

more similar in spatial patterns of AOD than either of them is with CBM-Z, with domain-wide 671 

mean differences of < 0.5%.  10-30% differences are found in simulated AOD between CB05 and 672 

CBM-Z and between SAPRC99 and CBM-Z in the Great Plains and Pacific Northwest.  The 673 

magnitude of predicted AOD from three simulations is comparable to MODIS observations with 674 

domain-wide NMBs of 2.5-7.2%, but AOD is overpredicted over the eastern U.S., and 675 

underpredicted over the western U.S., for all three gas-phase mechanisms. 676 

Figure 13 shows the spatial distributions of CCN at a superstation (S) of 0.5% and CDNC.  677 

CCN observations are only available over ocean.  CCN concentrations are significantly 678 

overpredicted by simulation results with all three gas-phase mechanisms with NMBs of 178.7-679 

263.1%, especially over Atlantic.  This is due to too high PM concentrations over most oceanic 680 

areas and some coastal areas that may be caused by too strong horizontal transport of continental 681 

polluted air that contains high PM mass and number concentrations to these areas and too large 682 

production of sea-salt over these oceanic areas (both are indicated by large overpredictions of 683 

wind speeds) (note that no PM observations over oceanic areas are available for model validation).  684 

CDNC is underpredicted by simulation results with all three gas-phase mechanisms (with NMBs 685 

of -47.4% to -36.9%), especially over the Midwest and upper Great Plains, as well as the Pacific 686 

Ocean.  This may be mainly due to large underestimate in cloud amount and inaccuracies in 687 

simulated cloud spatial distributions (see CF, COT, and CWP in Figure 1 and Table 4).   Figure 688 
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14 shows percentage differences in simulated PM2.5 number concentrations, CCN, and CDNC 689 

between the three simulations.  As discussed previously and also shown in Figure 8, simulated 690 

PM2.5 number concentrations are strongly correlated with simulated sulfate and PM2.5 mass 691 

concentrations.  Simulated PM2.5 number concentrations by CB05 are lower by up to 36% and 692 

41% than CBM-Z and SAPRC99, respectively, due to lower sulfate and PM2.5 mass 693 

concentrations.   Since CCN depends primarily on PM number concentrations and CDNC 694 

depends strongly on CCN according to the aerosol activation parameterization of Abdul-Razzak 695 

and Ghan (2002), the simulation with CB05 gives lower CCN concentrations than those with 696 

CBM-Z and SAPRC99 (e.g., lower by up to 46.5 and 58%, respectively) and the lowest CDNC.  697 

The simulation with CBM-Z gives the highest PM2.5 mass and number concentrations thus the 698 

highest CCN and CDNC concentrations.  Higher CDNC would result in a higher cloud 699 

reflectivity, and consequently higher COTs, as shown in Table 4. 700 

4. Conclusions 701 

 The WRF/Chem-MADRID simulations with three different gas-phase mechanisms (i.e., 702 

CBM-Z, CB05, and SAPRC99) are conducted over continental U.S. for July 2001.  Simulation 703 

results are evaluated against available surface networks, reanalysis data, and satellite data.  All 704 

simulations with the three gas-phase mechanisms predict overall similar meteorological 705 

predictions domain-wide.  The observed surface pressure, temperature at 2-m, relative humidity at 706 

2-m, precipitable water vapor, and cloud fraction are well reproduced with NMBs < 15%.  SWD 707 

is moderately overpredicted and CWP and consequently COT are significantly underpredicted, 708 

indicating larger uncertainties in predictions of shortwave and longwave radiative fluxes.  Larger 709 

biases occur for simulated WSP10 and precipitation (with NMBs of 49-98% and 53-55.6%, 710 

respectively), due mainly to limitations in the Monin-Obukhov surface layer parameterization, the 711 
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YSU PBL scheme, and the Grell-Devenyi ensemble cumulus parameterization.  Simulations with 712 

different gas-phase mechanisms lead to differences in SWD, T2, and RH2 as large as 500 W m-2, 713 

3oC, and 10%, respectively, during cloudy periods, indicating the importance of aerosol semi-714 

direct and indirect effects on SWD and PBL meteorological variables.   715 

 Simulations with all three gas-phase mechanisms well reproduce surface concentrations of 716 

O3, CO, NO2, and PM2.5 and column variables including column CO, column NO2, TOR, and 717 

AOD in terms of domain mean statistics, but cannot reproduce the observed spatial distributions 718 

of column CO, TOR, and AOD.  The simulation with CB05 gives the best overall predictions of 719 

surface-level concentrations of CO, O3, PM2.5 and its composition, column NO2, CCN, and CDNC, 720 

that with CBM-Z gives the best overall predictions of SO2, and NO2 , and that with SAPRC99 721 

gives the best overall predictions of HNO3.  Although the simulations with CBM-Z and CB05 722 

give very similar predictions of O3 and NO2 mixing ratios, their mixing ratios of HNO3, ALD2, 723 

PANs, OH, and H2O2 differ significantly.  Differences in the conversion rates of N2O5 to HNO3 724 

among the three mechanisms are found to be a major source of uncertainties in chemical 725 

predictions.  The simulation with SAPRC99 predicts higher levels of O3 and NO2 than those with 726 

the other two gas-phase mechanisms.  The area with the largest differences in NO2 occurring to 727 

the north of the area with the largest differences in O3, due to high BVOCs emissions in the 728 

southeastern U.S. and the fact that the southeastern U.S. is more NOx-limited than the 729 

northeastern U.S.  The differences in the reaction rate to convert N2O5 to HNO3 used by the 730 

different gas-phase mechanisms play a major role in the discrepancies of HNO3 and consequently 731 

NO3
-.  Due to the fact that CWP is significantly underpredicted by the model, the role of aqueous-732 

phase SO2 oxidation is not as significant as it should be, but the underpredicted aqueous-phase 733 

SO4
2- formation did not lead to large underpredictions in SO4

2- concentrations at all network sites. 734 
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All simulations overpredict NO3
- concentrations, due to an overestimate in shortwave radiation, 735 

the use of an upper limit value for reaction probability of heterogeneous hydrolysis, as well as a 736 

higher rate constant for the homogeneous hydrolysis reaction of N2O5 with H2O to form HNO3.  737 

The simulation with CBM-Z significantly underpredicts OM at the IMPROVE, SEARCH, and 738 

STN sites due to an underestimate of primary OM emissions and the lack of SOA treatment in its 739 

current implementation in WRF/Chem version 3.0.  The simulations with CB05 and SAPRC99 740 

give better agreement of simulated OM concentrations with observations, due to an inclusion of 741 

SOA, which dominates their differences in simulated OM concentrations.  Compared with CB05, 742 

although SAPRC99 predicts higher concentrations of all oxidants including O3, OH, O, and NO3 743 

than CB05 that would favor SOA formation, it does not always give higher OM, implying other 744 

important mechanisms may be important in SOA formation such as in-cloud SOA or removal 745 

processes.  Differences in aerosol mass and number concentrations resulting from the different 746 

gas-phase mechanisms lead to large differences in simulated CCN and CDNC due to the feedback 747 

mechanisms among H2SO4 vapor, PM2.5 number, CCN, and CDNC through gas-phase chemistry, 748 

new particle formation via homogeneous nucleation, aerosol growth, and aerosol activation by 749 

cloud droplets.  Differences in CDNC may impact simulated cloud thickness, cloud albedo, and 750 

precipitation.   751 

 Cloud microphysics and surface layer parameterizations are two major sources of 752 

uncertainties in meteorological simulation.  Improvements in predictions of CWP and COT would 753 

reduce the uncertainties in aqueous-phase chemistry and photolytic reaction rate constants, and 754 

give a more representative magnitude of the aerosol indirect effect.  Improvements in predictions 755 

of precipitation would also reduce the uncertainties in wet scavenging.  On the other hand, 756 

improvements in surface layer parameterization, especially under stable conditions, would reduce 757 
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the uncertainties in predictions of 10-m wind speed as well as exchanges of energy and water 758 

vapor between land surface and atmosphere, resulting in more representative responses of other 759 

meteorological variables (e.g., T2 and RH2) to differences in shortwave radiation. 760 

As shown in this study, the use of different gas-phase mechanisms leads to appreciable 761 

differences in simulated mass concentrations of O3 (up to 5 ppb), PM2.5 (up to 0.5 μg m-3), 762 

secondary inorganic PM2.5 species (up to 1.1 μg m-3), organic PM (up to 1.8 μg m-3), and the 763 

number concentration of PM2.5 (up to 2 × 104 cm-3).  Such differences cause differences in hourly 764 

meteorological variables during cloudy periods through various feedback processes simulated in 765 

WRF/Chem that will in turn affect meteorological and chemical predictions as well as aerosol 766 

direct and indirect effects during the next step simulation and the average model predictions over 767 

the simulation period.  Given the non-negligible impact of gas-phase mechanisms on chemical 768 

and aerosol predictions and their subsequent effects on meteorological variables and the fact that 769 

most air quality models for regulatory applications currently do not account for such feedbacks, 770 

the online-coupled models that accurately simulate feedbacks between meteorological variables 771 

and chemical species will have advantages over traditional offline models in representing the real 772 

atmosphere in which such feedbacks occur.  They may provide more accurate predictions for 773 

regulatory applications.  In addition, the online-coupled models can be applied to simulate 774 

chemistry-climate feedbacks over a longer period of time to obtain climatological trends on a 775 

regional or global scale, thus providing scientific information that can be used to develop 776 

effective emission control strategies in support of policy-making for co-benefits of air quality 777 

control and climate change mitigation.  The importance of these impacts indicates a need for an 778 

accurate representation of those feedbacks through various atmospheric processes.  This study 779 

also demonstrates the skill of WRF/Chem-MADRID with CB05 in reproducing major 780 
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meteorological variables including pressure, temperature, and moisture, and chemical species 781 

including O3 and PM2.5. It is being applied for real time air quality forecasting in the southeastern 782 

U.S. (Chuang et al., 2011; N. Zhang et al., 2011). In addition, WRF/Chem-MADRID with CB05 783 

for global extension (CB05_GE) (Karamchandani et al., 2011) that is based on WRF/Chem-784 

MADRID with CB05 has been incorporated in a global-through-urban version of WRF/Chem 785 

(GU-WRF/Chem).  GU-WRF/Chem is being applied for global-through-urban simulation of air 786 

quality-climate interactions (Zhang et al., 2011b). 787 
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Table 1. Model components and configurations 
 
Simulation period July 1-31, 2001 
Domain Continental U.S. 
Horizontal resolution 36 km 
Vertical resolution 34 layers from 1000 - 100 mb, with 12 layers in PBL  
Meteorological IC and BC The National Centers for Environmental Predictions Final 

Analysis  (NCEP-FNL) reanalysis data; re-initialization 
every 4 days 

Shortwave radiation Goddard shortwave radiation scheme (Chou et al., 1998) 
Longwave radiation The rapid radiative transfer model (RRTM) (Mlawer et al., 

1997) 
Land surface Community National Centers for Environmental Prediction 

(NCEP), Oregon State University, Air Force, and 
Hydrologic Research Lab-NWS Land Surface Model 
(NOAH) (Chen and Dudhia, 2001; Ek et al., 2003) 

Surface layer Monin-Obukhov (Monin and Obukhov, 1954; Janjic, 2002) 
PBL Yonsei University Scheme (YSU) (Hong et al., 2006) 
Cumulus Grell-Devenyi ensemble (Grell and Devenyi, 2002) 
Microphysics Purdue Lin (Lin et al., 1983; Chen and Sun, 2002) 
Aerosol activation Abdul-Razzak and Ghan (A-R & G) (Abdul-Razzak and 

Ghan, 2002) 
Gas-phase chemistry CBM-Z (Zaveri and Peters, 1999), CB05 (Yarwood et al., 

2005), and SAPRC99 (carter, 2000) 
Photolysis Fast-J (Wild et al., 2000) 
Aerosol module Model of Aerosol, Dynamics, Reaction, Ionization, and 

Dissolution (MADRID) (Zhang et al., 2004, 2010b) 
Aqueous-phase chemistry Carnegie Mellon University (CMU) mechanism of Fahey 

and Pandis (2001) 
Chemical IC Community Multiscale Air Quality (CMAQ) modeling 

system (Binkowski and Roselle, 2003; Byun and Schere, 
2006) 

Chemical BC The Goddard Earth Observing System Atmospheric 
Chemistry Transport Model (GEOS-Chem) except for O3, 
which is taken from the NCAR’s Community Atmosphere 
Model (CAM) 

Anthropogenic/biogenic emissions The 1999 National Emissions Inventory (NEI) version 3 
Sea-salt emissions Gong et al. (2002)  
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Table 2.  Measurement methods and associated accuracy or uncertainty for meteorological and radiative variables from various networks. 
Network Parameter 1 Method Accuracy 2 Reference 
CASTNET SWD Pyranometer ±10 % CASTNET (2005) 
 T2 Platinum Resistance temperature detectors ±0.5 °C CASTNET (2005) 
 RH2 Thin Film Capacitor ±5 % for RH > 85 %, ±20 % for RH < 85% CASTNET (2005) 
 WSP10 Anemometer The greater of ±0.5 m s-1 for wind speed < 5 m s -1 or 

±5 % for wind speed≥ 5 m s-1 
CASTNET (2005) 

 WDR10 Wind Vane ±5 ° CASTNET (2005) 
STN P Commercial speciation sampler’s sensor ±10 mmHg STN (2001) 
 T2 Commercial speciation sampler’s sensor ±2 °C STN (2001) 
NADP Precip rain gauges ± 0.03 inch (or 1%) for weighting gauges; 1% at rain 

rate of 1 inch/hr, 4% at 3 inch/hr, and up to 6% at 6 
inch/hr for tip bucket gauge 

U.S. EPA (1983) 

CMAP Precip observations from raingauges are merged with precipitation estimates 
from satellite-based algorithms (infrared and microwave) 

5-10% for global average; larger uncertainties for 
individual grid area values 

Xie and Arkin 
(1997) 

SEARCH SWD pyranometer 10 w m-2 DRI (2002a) 
 P a barometric pressure sensor 1 mb DRI (2002a) 
 T2 thermistor or platinum resistance thermometer ±0.4 °C DRI (2002a) 
 RH2 capacitive relative humidity device ±5% DRI (2002a) 
 WSP10 wind speed sensor ±1.5% or ±0.11 m s-1 DRI (2002a) 
 WDR10 wind direction sensor ±5° DRI (2002a) 
NOAA-
CDC 

OLR NOAA Polar-orbiting satellite measurements with temporal and spatial 
interpolation 

N/A Liebmann and 
Smith (1996) 

MODIS PWV the MODIS near-IR water vapor retrieval algorithm 5-10% (uncertainty) Gao and Kaufman 
(2003) 

 CWP Retrieval technique using visible / near Infrared sensor (0.4 – 14.4 μm) 
with 36 channels (MODIS/SEVIRI)  

15 ~ 25 g m-2 (Random error) Bennartz (2007) 
Seethala (2011) 

 CF Calculated based on cloud reflectance derived from MODIS cloud mask 
or cloud optical property retrieval   

10% (Random error) Bennartz (2007); 
Pincus et al. (2011) 

 COT Retrieved by minimizing the difference between the observed intensity in 
one visible and one near-infrared wavelength 

8%(Random error) 
13% (Mean error) 

Bennartz (2007) 
Janssen et al. (2011) 

 AOD MODIS aerosol retrieval algorithms 0.05 0.15τ± ±  over land and 0.03 0.05τ± ±  
over the ocean (uncertainty); 
Bias < +0.2 for 80% of data 

Remer et al. (2005) 
 
Hyer et al. (2010) 

 CCN Calculated based on MODIS aerosol size distribution retrieval  N/A Remer et al. (2005) 
 CDNC Estimated based on MODIS cloud property retrieval  < 80% when CF > 0.8 and CWP > 25 g/m2 

(uncertainty) 
Bennartz (2007) 

1. SWD –surface incoming shortwave radiation, OLR – outgoing longwave radiation, P - pressure, T2 – temperature at 2-m, RH2 – relative humidity at 2-m, WSP10 – wind speed at 10-m, WDR10 – 
wind direction at 10-m, U10- U component of WSP10, V10 - V component of WSP10, Precip - precipitation, PWV - precipitable water vapor, CWP – cloud water path, CF – cloud fraction, COT – 
cloud optical thickness, AOD – aerosol optical depth, CCN – cloud condensation nuclei, CDNC – cloud droplet number concentration; SEVIRI-Spinning Enhanced Visible and InfraRed Imager 

2. Values are accuracy unless otherwise noted.  



54 

 

Table 3. Measurement methods and associated accuracies or uncertainties or errors for chemical variables from various networks 
Network Parameter Method 1 Accuracy Reference 
CASTNET O3 UV absorbance ±10 % CASTNET (2005) 
 SO4

2- IC  ±5 % CASTNET (2005) 
 NO3

- IC ±5 % CASTNET (2005)  
 NH4

+ AC ±10 % CASTNET (2005) 
AQS O3 UV absorbance ±2 % OAQPS (2008) 
IMPROVE PM2.5 The  Aerosol Sampler with Teflon filter, gravimetric 

PIXE/PESA XRF Absorption 
±5 µg OAQPS (2002) 

 SO4
2- IC ± 5%  OAQPS (2002) 

 NO3
- IC ± 5%  OAQPS (2002) 

 NH4
+ IC ± 5%  OAQPS (2002) 

 BC TOR Carbon Combustion Analysis ± 5%  OAQPS (2002) 
 OC TOR Carbon Combustion Analysis ± 5%  OAQPS (2002) 
STN PM2.5 Commercial speciation sampler’s flow rate sensor with Teflon 

filter ± 10%  OAQPS (1999) 

 SO4
2- IC 10% 2 OAQPS (1999) 

 NO3
- IC 10% 2 OAQPS (1999) 

 NH4
+ IC 10% 2 OAQPS (1999) 

 BC TOR Carbon Combustion Analysis 15% 2 OAQPS (1999) 
 OC Same as above 15% 2 OAQPS (1999) 
SEARCH O3 Ultraviolet absorption (TEIOA, Model 49) ±1% DRI (2002b) 
 CO Nondispersive infrared spectroscopy ±1% or  

-0.5±12.1% 
DRI (2002c), Hansen et al. (2003); 
Edwards et al. (2004) 

 SO2 UV-fluorescence ±1% DRI (2002c), Hansen et al. (2003) 
 HNO3 denuder diff./Mo reduction/chemiluminescence ±1% Same as above 
 NO2 photolysis/chemiluminescence ±1% Same as above 
 NO chemiluminescence ±1% Same as above 
 PM2.5 TEOM for hourly and FRM with Teflon filters ±2% DRI (2002d), Hansen et al., 2003 
 SO4

2- Fe reduction/UV-fluorescence for hourly and  
PCM(CH1) particle composition monitor, channel 1 

±1% DRI (2002e); Hansen et al., 2003; 
SEARCH (2003) 

 NO3
- filter diff./Mo reduction/chemiluminescence for hourly and  

PCM(CH1) particle composition monitor, channel 1 
±1% Same as above 

 NH4
+ filter diff./Pt oxidation/chemiluminescence for hourly and  

PCM(CH1) particle composition monitor, channel 1 
±1% Same as above 

 BC oxidative combustion (R&P 5400) for hourly and  
PCM(CH3) particle composition monitor, channel 3 

±2% DRI(2002f), Hansen et al., 2003 

 OC Same as above ±2% DRI(2002f),  Hansen et al., 2003 
TOMS/ 
SBUV 

TOR The Earth Probe Total Ozone Mapping Spectrometer ± 3% for the absolute error and ± 2% 
for the random error  

McPeters et al. (1998) 

MOPITT CO gas-correlation radiometry ±10% for accuracy, and 20 -30% for 
RMSE 

Emmons et al. (2007); Deeter (2009) 

GOME NO2 The GOME UV/visibility spectrometer 1.5 × 1015 cm-2 (or 35–60%) under 
highly-polluted conditions 

Boersma et al. (2004) 

1. IC - ion chromatography; AC -automated colorimetry; TOR - Thermal Optical Reflectance; TEIOA - Thermo Environmental Instruments Ozone Analyzers; TEOM - tapered element oscillating 
microbalance; PCM (CH1) - particle composition monitor, channel; R& P - Rupprecht & Patashnick; RMSE – root mean squire error.  

2. The values are the measurement quality objective for total measurement error expressed as coefficient of variation. 
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Table 4. Performance statistics for meteorological and radiative predictions 
 

Variable Data Source Data 
point 

Mean 
Obs. 

Mean Sim. NMB (%) NME (%) 
CBM-Z CB05 SAPRC99 CBM-Z CB05 SAPRC99 CBM-Z CB05 SAPRC99 

SWD (hourly, 
          W m-2) 

CASTNET 45381 312.2 379.9 383.0 381.1 21.7 22.7 22.1 38.5 38.5 38.6 
SEARCH 5776 224.8 260.7 263.6 258.2 16.0 17.3 14.9 50 47 49.2 

SWD (max,  CASTNET 2333 826.2 951.4 954.8 953.1 15.2 15.6 15.4 19.5 19.5 19.3 
          W m-2) SEARCH 245 777.4 915.5 919.4 907.8 17.8 18.3 16.8 24.8 23.7 23.9 
OLR (W m-2) NOAA-CDC 14076 250.0 243.8 243.5 243.6 -2.5 -2.6 -2.6 6.1 6.1 6.1 
P (hPa) STN 992 991.8 984.6 984.5 984.5 -0.7 -0.7 -0.7 1 1 1 

SEARCH 5655 1002.5 1000.9 1000.8 1000.9 -0.2 -0.2 -0.2 0.4 0.4 0.4 
T2 (oC) CASTNET 55415 21.0 21.6 21.6 21.6 2.8 2.9 2.9 12.5 12.5 12.5 

STN 993 25.2 24.2 24.2 24.2 -3.9 -3.8 -3.8 8 8 8.1 
SEARCH 5682 27.6 27.8 27.8 27.8 0.5 0.6 0.4 7.9 8 8 

RH2 (%) CASTNET 55658 67.2 63.8 63.7 63.8 -5.1 -5.2 -5.1 17.6 17.6 17.6 
SEARCH 5677 80.5 68.4 68.5 68.5 -15.0 -14.9 -14.9 17.2 17.2 17.1 

WSP10 (m s-1) CASTNET 55857 2.0 3.9 3.9 3.9 97.6 98.4 98.3 113 113.7 113.6 
SEARCH 5624 1.8 2.7 2.73 2.7 49.0 50.4 50.0 77.6 78.9 77.8 

WDR10 (º) CASTNET 55844 188.6 199.7 199.6 199.6 5.9 5.9 5.8 40.1 40.2 40.1 
 SEARCH 5814 189.4 199.7 199.6 199.1 5.5 5.4 5.2 43.3 42.8 43.3 
U10 (m s-1) CASTNET 55781 0.3 1.1 1.1 1.1 307.9 306.8 304.6 810.6 812.8 814.6 

SEARCH 5624 0.2 1.0 1.0 1.0 372.6 373.6 370.4 755 749.1 751.3 
V10 (m s-1) CASTNET 55855 0.3 0.4 0.4 0.4 14.6 13.8 14.1 621.7 626 623 

SEARCH 5624 0.1 0.3 0.3 0.3 153.0 157.4 133.1 1243.4 1262 1257 
Precip. (mm wk-1) NADP 768 20.7 31.7 31.9 31.9 53.0 54.0 54.2 112.7 114.8 114.1 
Precip. (mm day-1) CMAP 14076 2.4 3.6 3.7 3.7 53.4 55.6 54.6 85.7 87.4 86.5 
PWV (cm) MODIS 14076 3.4 3.0 3.0 3.0 -11.5 -11.5 -11.5 11.7 11.8 11.8 
CWP (g m-2) MODIS 14076 182.3 58.8 59.3 59.0 -67.7 -67.4 -67.6 71.8 71.9 72.0 
CF (%) MODIS 14076 56.2 53.1 53.1 53.1 -5.6 -5.6 -5.6 21.4 21.6 21.5 
COT MODIS 14076 16.0 4.1 3.8 3.9 -74.7 -76.4 -75.8 -74.7 -76.5 -75.8 
AOD MODIS 14058 0.2 0.2 0.2 0.2 2.5 5.0 7.2 50.2 45.3 47.8 
CCN (cm-2) MODIS 5776 0.43× 109 1.57× 109 1.20× 109 1.55× 109 263.1 178.7 258.4 263.1 178.7 258.4 
CDNC (cm-3) Bennartz 

(2007) 
7950 217.6 137.4 114.4 126.0 -36.9 -47.4 -42.1 60.5 62.2 61.3 

  SWD –surface incoming shortwave radiation, OLR – outgoing longwave radiation, P - pressure, T2 – temperature at 2-m, RH2 – relative humidity at 2-m, 
WSP10 – wind speed at 10-m, WDR10 – wind direction at 10-m, U10- U component of WSP10, V10 - V component of WSP10, Precip - precipitation, PWV - 
precipitable water vapor, CWP – cloud water path, CF – cloud fraction, COT – cloud optical thickness, AOD – aerosol optical depth, CCN – cloud condensation 
nuclei, CDNC – cloud droplet number concentration
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Table 5. Performance statistics for chemical predictions 

Variable Data Source Data 
point Mean Obs. 

Mean Sim. NMB (%) NME (%) 
CBM-Z CB05 SAPRC99 CBM-Z CB05 SAPRC99 CBM-Z CB05 SAPRC99 

Maximum 1-hr O3 (ppb) CASTNET 2316 56.7 59.2 58.3 63.0 4.4 2.8 11.1 23.4 23.4 26.9 
AQS 33182 58.6 62.0 61.1 65.8 5.9 4.3 12.4 25 25 28.3 
SEARCH 245 59.3 73.3 73.4 81.1 23.6 23.9 36.8 30.9 30.3 39.9 

Maximum 8-hr O3 (ppb) CASTNET 2291 50.6 54.9 54.1 58.4 8.7 7.0 15.5 24.4 24.5 28.8 
AQS 33162 51.1 56.9 56.1 60.4 11.4 9.8 18.2 26.4 26.4 30.8 
SEARCH 241 50.9 67.9 67.9 74.8 33.3 33.3 46.9 37.3 36.9 48.2 

TOR (DU) TOMS/SBUV 12000 44.8 42.3 41.8 42.5 -5.6 -6.7 -5.1 10.1 10.8 9.8 
CO (ppb) SEARCH 4858 217.7 203.4 217.8 215.3 -6.6 0.1 -1.1 41.3 43.6 42.8 
Col. CO (molec. cm-2) MOPITT 13920 1.3× 1018 1.49× 1018 1.6× 1018 1.6× 1018 18.9 25.7 23.7 29.8 34.2 32.6 
SO2 (ppb) SEARCH 4820 2.1 3.3 3.4 3.3 58.4 64.4 62.9 134.4 139.3 138.3 
HNO3 (ppb) SEARCH 4758 0.7 1.8 1.3 1.1 165.4 87.6 66.7 197.9 141 123.6 
NO2 (ppb) SEARCH 725 9.7 8.9 8.5 8.7 -9.0 -12.7 -11.0 76.3 79.1 74.2 
Col. NO2 (molec. cm-2) GOME 13651 1.5× 1015 1.73× 1015 1.6× 1015 1.8× 1015 12.0 5.1 17.0 43.1 42.6 44.9 
NO (ppb) SEARCH 4952 2.8 0.3 0.2 0.3 -88.6 -91.2 -90.7 92.3 93.3 93.3 
24-hr avg. PM2.5 (μg m-3) IMPROVE 1115 7.4 7.6 7.8 7.8 2.4 5.5 6.0 49.1 49.2 50.7 

STN 788 13.2 13.6 12.9 13.4 2.5 -2.2 1.3 47.2 45.3 46.7 
SEARCH 217 16.8 18.9 18.1 18.1 12.6 7.9 7.7 45.8 44 44.3 

SO4
2- (μg m-3) CASTNET 287 4.6 5.2 4.2 4.7 12.5 -8.3 1.0 33.9 31.6 31.3 

IMPROVE 1118 2.5 2.8 2.3 2.5 12.5 -5.9 3.3 58.9 52.7 55.1 
 STN 971 5.1 4.9 4.1 4.5 -3.1 -20.2 -11.9 55.1 52.1 52.5 
 SEARCH 229 5.7 9.7 8.2 8.9 68.2 43.6 55.4 80.3 67.7 73.5 
NO3

- (μg m-3) CASTNET 287 0.4 1.2 0.8 0.7 234.9 125.6 87.9 263 167.6 137.5 
IMPROVE 1117 0.3 1.0 0.7 0.6 245.0 159.9 63.9 294.9 218.2 191.6 
STN 727 1.6 2.3 1.7 1.4 39.6 2.8 -16.2 151.9 127.1 113.2 

 SEARCH 229 0.3 1.1 0.7 0.5 272.5 127.4 75.5 315.2 204.4 159.7 
NH4

+ (μg m-3) CASTNET 287 1.4 1.7 1.2 1.2 25.2 -13.0 -8.5 44.1 35.6 35.2 
IMPROVE 30 1.4 2.8 1.9 2.0 103.3 38.4 45.5 114.7 73.1 75.6 
STN 971 2.0 1.7 1.2 1.2 -16.1 -40.8 -39.0 80.4 76 74.8 

 SEARCH 224 1.7 3.0 2.2 2.3 83.0 31.2 39.1 94.1 63.9 67.1 
BC (μg m-3) IMPROVE 1126 0.2 0.3 0.3 0.3 31.2 31.7 31.6 64 64.3 64.2 

SEARCH 234 0.8 0.5 0.5 0.5 -40.0 -39.8 -40.2 52.2 52.4 52.2 
OM (μg m-3) IMPROVE 1129 1.7 1.0 2.1 1.9 -42.6 21.3 13.7 56.8 64.9 68.5 

SEARCH 234 4.9 1.3 3.1 2.4 -72.6 -36.1 -50.5 72.9 46.6 55.1 
TC (μg m-3) STN 978 4.4 1.9 2.5 2.7 -57.0 -42.7 -38.8 66.9 60.6 65.8 

1. The statistics of column CO is calculated based on the MOPITT data in August, since no data are available for June and July 2001. 
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List of Figures 

Figure 1. Spatial distributions of meteorological variables in comparison with satellite data or re-analysis 

data.  From rows 1 to 6: outgoing longwave radiation (OLR), cloud fraction (CF), cloud water 

path (CWP), cloud optical depth (COT), precipitable water vapor (PWV),  and precipitation  from 

satellite data including NOAA-CDC (OLR) and MODIS (CF, CWP, COT, and PWV), and 

CMAP reanalysis data and NADP data (indicated by circles (Precip) (left column), and 

WRF/Chem-MADRID simulations with CB05 and overlay with NADP data for Precip (right 

column). The observational data are indicated by circles. 

Figure 2. Spatial distributions of meteorological variables overlaid with available observations. Surface 

incoming shortwave radiation (SWD) (overlaid against observations from CASTNET and 

SEARCH), 2-m temperature (T2) (overlaid against observations from CASTNET, STN, and 

SEARCH), 2-m relative humidity (RH2) (overlaid against observations from CASTNET and 

SEARCH), and 10-m wind speed (WSP10) (overlaid against observations from CASTNET and 

SEARCH) from WRF/Chem-MADRID simulations with CB05.  The observational data are 

indicated by circles.   

Figure 3.  Temporal variation of observed and simulated surface incoming shortwave radiation (SWD) 

(row 1),  2-m temperature (T2) (row 2), and 2-m relative humidity (RH) (row 3) from the 

simulations with CBM-Z, CB05, and SAPRC99 during July 27-31, 2001 at four SEARCH sites 

including Jefferson St., Atlanta, Georgia (JST), Yorkville, Georgia (YRK), Gulfport, Mississippi 

(GFP), and Pensacola, Florida (PNS). 

Figure 4.  Spatial distributions of maximum 1-hr (row 1) and 8-hr O3 mixing ratios (row 2) from 

WRF/Chem-MADRID simulations with CBM-Z, CB05, and SAPRC99 gas-phase mechanisms 

and their normalized mean biases (NMBs) (rows 3 and 4, respectively)  calculated using 

observations from CASTNET, AQS, and SEARCH.  
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Figure 5. Spatial distributions of ALD2, HNO3, PANs, and their summation (HNO3 + PANs) from 

WRF/Chem-MADRID simulations with CBM-Z (left column), CB05 (central column), and 

SAPRC99 (right column) gas-phase mechanisms. 

Figure 6.  Spatial distributions of differences in mixing ratios of OH, ISOP, HCHO, NO2, maximum 1-hr, 

and maximum 8-hr average O3, between WRF/Chem-MADRID simulations with SAPRC99 and 

CB05 gas-phase mechanisms. 

Figure 7. Simulated monthly-mean spatial distributions of 7 photochemical indicators from WRF/Chem-

MADRID simulations with CBM-Z (column 1), CB05 (column 2), and SAPRC99 (column 3) 

gas-phase mechanisms. 

Figure 8. Spatial distributions of 24-hr average mass concentrations of PM2.5 and its components 

(overlaid against observations from STN, IMPROVE, and SEARCH) as well as simulated 24-hr 

average number concentrations of PM2.5 from WRF/Chem-MADRID simulations with three gas-

phase mechanisms: CBM-Z (left column), CB05 (middle column), and SAPRC99 (right column). 

Figure 9. Spatial distributions of OH radical and H2O2 from WRF/Chem-MADRID simulations with 

CBM-Z (row 1), CB05 (row 2), and SAPRC99 (row 3) gas-phase mechanisms. 

Figure 10.  Temporal variation of observed and simulated hourly O3 mixing ratios from the simulations 

with CBM-Z, CB05, and SAPRC99 at eight SEARCH sites including Jefferson St., Atlanta, 

Georgia (JST), Yorkville, Georgia (YRK), North Birmingham, Alabama (BHM), Centreville, 

Alabama (CTR), Gulfport, Mississippi (GFP), Oak Grove, Mississippi (OAK), Pensacola, Florida 

(PNS), and Outlying Landing Field, Pensacola, Florida (OLF). 

Figure 11.  Temporal variation of observed and simulated hourly PM2.5 concentrations from the 

simulations with CBM-Z, CB05, and SAPRC99 at eight SEARCH sites including Jefferson St., 

Atlanta, Georgia (JST), Yorkville, Georgia (YRK), North Birmingham, Alabama (BHM), 
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Centreville, Alabama (CTR), Gulfport, Mississippi (GFP), Oak Grove, Mississippi (OAK), 

Pensacola, Florida (PNS), and Outlying Landing Field, Pensacola, Florida (OLF). 

Figure 12. Spatial distributions of column variables.  From rows 1 to 4: tropospheric ozone residual 

(TOR), column CO, column NO2, and aerosol optical depth (AOD) from satellite data (first 

column) including TOMS/SBUV, MOPITT, GOME, and MODIS, respectively, and WRF/Chem-

MADRID simulations with the gas-phase mechanisms of CBM-Z (second column), CB05 (third 

column), and SAPRC99 (fourth column). 

Figure 13. Spatial distributions of cloud condensation nuclei (CCN) concentration and cloud droplet 

number concentration (CDNC) in warm cloud from satellite data (row 1) including MODIS and 

Bennartz (2007), respectively, and WRF/Chem-MADRID simulations with CBM-Z (row 2), 

CB05 (row 3), and SAPRC99 (row 4) gas-phase mechanisms.   

Figure 14.  Percentage differences in simulated PM2.5 number concentrations, CCN, and CDNC between 

SAPRC99 and CB05 (left column), CB05 and CBM-Z (middle column), and SAPRC99 and 

CBM-Z (right column). 

 
































