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PREFACE

On April 30, 1971 (Federal Register, 1971), in accordance with the Clean Air Act (CAA)
Amendments of 1970, the U.S. Environmental Protection Agency (EPA) promulgated the
original primary and secondary National Ambient Air Quality Standard (NAAQS) for particulate
matter (PM). The reference method for measuring attainment of these standards was the "high-
volume" sampler (Code of Federal Regulations, 1977), which collected PM up to a nominal size
of 25 to 45um (so-called "total suspended particulate,” or "TSHHus, TSP was the original
indicator for the PM standard3.he primary standards for PM, measured as TSP, were 260
ug/m?, 24-h average not to be exceeded more than once per year, agtin?5annual
geometric meanThe secondary standard was 1&fn’, 24-h average not to be exceeded more
than once per year.

In accordance with the CAA Amendments of 1977, the U.S. EPA conducted a re-
evaluation of the scientific data for PM, resulting in publication of a revised air quality criteria
document (AQCD) for PM in December 1982 and a later Addendum to that document in 1986.
On July 1, 1987, the U.S. EPA published final revisions to the NAAQS for HM.principle
revisions to the 1971 NAAQS included (1) replacing TSP as the indicator for the ambient
standards with a new indicator that includes particles with an aerodynamic diameter less than or
equal to a nominal 10 xm ("P}y1), (2) replacing the 24-h primary TSP standard with a 24-h
PM,, standard of 15@g/n?, (3) replacing the annual primary TSP standard with an annugl PM
standard of 5@g/n’, and (4) replacing the secondary TSP standard with 24-h and annyal PM
standards identical in all respects to the primary standards.

The present PM AQCD has been prepared in accordance with the CAA, requiring the EPA
Administrator periodically to review and revise, as appropriate, the criteria and NAAQS for
listed criteria pollutantsEmphasis has been place on the presentation and evaluation of the
latest available dosimetric and health effects data; however, other scientific data are also
presented to provide information on the nature, sources, size distribution, measurement, and
concentrations of PM in the environment and contributions of ambient PM to total human
exposure.This document is comprised of three volumes, with the present one (Volume II)

containing Chapters 8 through 11.



PREFACE (cont'd)

This document was prepared by U.S. EPA's National Center for Environmental
Assessment-RTP, with assistance by scientists from other EPA Office of Research and
Development laboratories (NERL; NHEERL) and non-EPA expert consult8eteeral earlier
drafts of the document were reviewed by experts from academia, various U.S. Federal and State
government units, non-governmental health and environmental organizations, and private
industry. Several versions of this AQCD have also been reviewed in public meetings by the
Agency's Clean Air Scientific Advisory Committee (CASAQ)he National Center for
Environmental Assessment (formerly the Environmental Criteria and Assessment Office) of the
U.S. EPA's Office of Research and Development acknowledges with appreciation the valuable
contributions made by the many authors, contributors, and reviewers, as well as the diligence of
its staff and contractors in the preparation of this document.
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8. EFFECTS ON VISIBILITY AND CLIMATE

8.1 INTRODUCTION

Visibility is the yardstick by which the layman measures air quality every Amy.
pollutants can change the way he sees the waith. air pollutant that makes the largest
contribution to visibility impairment is usually fine particulate matter, more specifically the
accumulation mode, ~0.3 to 1.0n diameter (see Chapter 3).

The primary objective of the visibility discussion in this chapter is to present the technical
basis for understanding the linkage between air pollution, especially particulate matter, and
visibility. This linkage can be used to (1) evaluate the visibility effects of different levels for the
primary standards for particulate matter concentrations designed to protect public health and (2)
evaluate the need for a secondary standard designed to reduce visibility impairment.

The visibility sections of this chapter are complementary to recent reviews of visibility
published by the National Research Council (National Research Council, 1993), the National
Acid Precipitation Assessment Program (Trijonis et al., 1991), and the U.S. EPA (U.S.
Environmental Protection Agency, 1995&jttle of the information in those reviews has been
presented again here, with the result that this review does not attempt to present a fully
comprehensive overview of the effect of particulate matter on visibliitstead, the visibility
sections of this chapter focus on presenting additional information relevant to the consideration

of visibility protection that does not appear in the prior reviews.

8.1.1 Background

In August 1977, Congress amended the Clean Air Act (CAA) to establish as a national
goal "the prevention of any future and remedying of any existing impairment of visibility in
mandatory Class | Federal areas, which impairment results from manmade air pol{Uititenl’
Part C Section 169A; 42 U.S.C. 749Dlass | areas include many national parks and
wilderness areas, especially in the western portion of the United Stdtese areas were
generally large national parks and federal wilderness areas and included all national parks in

existence on August 7, 197The visibility protection provisions of section 169A
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required the U.S. Environmental Protection Agency (EPA) to establish a regulatory program to
assure reasonable progress toward this national goaP80, the EPA established regulatory
requirements under section 169A to address Class | protection from visibility impairment that
could be reasonably attributed to major stationary air pollution souftdkat time, regulatory
action on regional haze (pollution transported long distances from a multitude of sources) was
deferred until better scientific tools were develop&tle 1977 Amendments also included
provisions requiring applicants for new major source permits to assess the potential for their
projects to cause adverse impacts on the air quality-related values, including visibility, in nearby
Class | areas.

The mandate to protect visibility in national parks and wilderness areas led to the
development of the Interagency Monitoring of Protected Visual Environments (IMPROVE), a
cooperative visibility monitoring network managed and operated by federal land management
agencies, the U.S. EPA, and State air quality organizations (Malm et al., 1994: Sisler et al.,
1993). The 1977 CAA amendments also (a) led to major visibility research studies, such as (1)
the Visibility Impairment due to Sulfur Transformation and Transport in the Atmosphere
(VISTTA) study (Blumenthal et al., 1981); (2) the Subregional Cooperative Electric Utility, and
the Department of Defense, National Park Service, and Environmental Protection Agency Study
(SCENES) (Mueller et al., 1986); and (b) included the requirement to control sulfur dioxide
(SO, emissions from the Navajo Generating Station, which is near the Grand Canyon National
Park (56 FR 38399, 1991).

The CAA was amended in 1990 by adding section 169B, which authorized the EPA (a) to
conduct research on regional visibility impairment and (b) to establish the Grand Canyon
Visibility Transport Commission (GCVTC) for the assessment of appropriate actions under
section 169A for protecting the Grand Canyon from regional visibility impairment caused by
man-made sourced his charge was expanded by the U.S. EPA to include the 15 other Class |
parks and wilderness areas on the Colorado Plaiauk is now being performed to assess the
scientific and technical data, studies, and other available information pertaining to adverse
impacts on visibility from projected growth in emissions from sources located in the r@duen.
U.S. EPA has also initiated a tracer study to evaluate the effects of emissions from the Mohave
Power Project on visibility in the Grand Canyon National Park and other Class | areas in the

Colorado PlateauBecause of these events, a major portion of
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the funding for visibility research during the last two decades has been directed toward
protecting pristine and scenic areas.

Interest in protecting visibility in urban areas has a much longer history and is strong at the
present time.Smoke in European cities, especially London, has been a concern for centuries.
Many of the modern advances in the understanding of atmospheric fine particles were made
during the 1969 Pasadena Smog Experiment (see, for example, Whitby et al., 1972), which was
followed by the Aerosol Characterization Experiment (ACHEX) sponsored by the California Air
Resources Board (Hidy et al., 1980)he continuing interest in urban visibility is indicated in
the list of short-term intensive visibility and aerosol studies summarized by the National Acid
Precipitation Assessment Program (NAPAP) report on visibility (Trijonis et al., 1991) and
discussed later in this chapteMany of the studies focused on urban visibility.

Visibility impairment carries significant social and economic costs, which are discussed
below.

Particulate matter also affects climate by increasing the absorption of solar radiation within
the atmosphere and by increasing the fraction of solar radiation reflected into space (Charlson et
al., 1992). The first effect causes heating within the atmosphere, especially where the
concentrations of light-absorbing particles are elevated, and the second effect causes a cooling of
the Earth.This cooling counteracts the heating caused by the greenhouse effect of gases that

absorb infrared radiation.

8.1.2 Definition of Visibility

The National Research Council's Committee on Haze in National Parks and Wilderness
Areas said, "Visibility is the degree to which the atmosphere is transparent to visible light."
(National Research Council, 1993ection 169A of the 1977 CAA Amendments (42 U.S.C.
7491) and the 1979 Report to Congress (U.S. Environmental Protection Agency, 1979) define
visibility impairment as a reduction in visual range and atmospheric discolor&iprating
visibility to the visual range is consistent with historical visibility measurements at airports,
where human observers recorded the greatest distance at which one of a number of pre-selected

targets could be perceived.



Visibility may also be defined as the clarity (transparency) and color fidelity of the
atmosphere Transparency can be quantified by the contrast transmittance of the atmosphere.
This definition of visibility is consistent with both (1) the historical records based on human
observation of the perceptibility of targets, which include both the longest duration and most
widespread records now available, and (2) the definition of visibility recommended by the
National Research Council (National Research Council, 1993).

Air pollution can also alter the colors of the atmosphere and the perceived colors of objects
viewed through the atmospher&.complete quantification of visibility should include a
measure of the color changes caused by the atmos@gch.measures have been included in
plume visibility models (e.g., Latimer et al., 1978), but there is no consensus on the best
parameter to quantify color changes caused by air pollution from many sources.

Visibility is an effect of air quality and, unlike the particulate matter concentration, it is not
a property of an element of volume in the atmosph¥irsibility can be defined only for a sight
path and depends on the illumination of the atmosphere and the direction offVieviactors

that control this dependence are described in the succeeding sections of this chapter.

8.1.3 Human Vision

Vision results from the human response to the electromagnetic radiation that enters the eye.
Therefore, this presentation of the theory of visibility begins with a brief outline of the relevant
properties of human vision.

The eye is most sensitive to green wavelengths, near 550 nm, and can perceive radiation
between approximately 400 and 700 nite sensitivity of the eye is greatly diminished near
the longest and shortest visible wavelengihen measurements or calculations at only one
wavelength are used to characterize visibility, it is customary to select a wavelength between 500
and 550 nm because these wavelengths are in the middle of the visible spectrum and the eye is
most sensitive in this range.

The retina of the eye contains two types of receptor cells, rods and ddreesods, used
for nighttime vision, are not capable of perceiving color and are most concentrated in the parts
of the retina used for peripheral visioRods are most sensitive at a wavelength of 510 nm and

are insensitive to wavelengths longer than about 630Trrme.foveal pit, which



subtends an angle of about 1 degree, contains only cones, which are used for daytime color
vision. There are no rods in approximately the central 2 degrees of the field of Ageav.

result, a faint light is best detected at night by looking in a slightly different direcarthe

other hand, visual acuity is greatly diminished in peripheral viskamr.example, at normal

levels of illumination, text which is quite readable becomes unreadable when the direction of
view is displaced by a few degrees so that the image of the text no longer falls on the fovea.

Human vision has a dynamic range of aboudf ¢6/nt (candelas per square meter).
Radiation becomes perceptible to the completely dark adapted eye at levels of AtwolitrLO
Cones begin to be activated at levels of abottctin?, the rods cease to function at about 125
cd/n?, and light levels above i@d/nt cause the observer to be uncomfortable and to feel
blinded. The visibility regulations are usually interpreted as addressing daytime visibility, which
is provided by the cones and is called photopic vision.

Contrast is widely used as a measure of the perceptibility of faint objects because of the
following property of human visionWeber's law, sometimes called Fechner's law or the
Weber-Fechner law, states that for a wide range of luminance levels, to be just noticeably
brighter, one patch of light must exceed the luminance of another by a constant friaicjioe.

8-1 and Equation 8-1 illustrate the definition of the contrast, C, of an object (target) of radiance,

I, viewed against a background of radiange, |

C=(I-1,)/1,. (8-1)

Figure 8-1 also illustrates the definition of modulation, M, of a sine wave with maximum and

minimum radiances, ), and |, respectively

M:(Imax_Imin)/(Imax+Im1n)' (8-2)

If the average radiance of the sine wave is indicateg, tiyen Equation 8-2 can be written

M= (I -1,)/1, (8-3)
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Figure 8-1. Diagrams showing the definitions of contrast and modulationlf the
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radiance in the definition of modulation, the definitions have the same
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which is identical in form to Equation 8-This transformation allows contrast and modulation
to be used interchangeably in visibility calculatioitss shown below that the average radiance
or background radiance in Equations 8-1 and 8-3 plays a key role in visibility calculations.

The accommodation of the eye, and its ability to perceive contrasts, changes in response to
the general light levelThe above definitions of contrast and modulation assume that the eye is
accommodated to the background radiarndee effects of the accommodation of the eye can be
experienced by first viewing objects in a relatively dark room, then going outside into bright
daylight and viewing the same objects through an open win&Radiance differences that were
perceptible when the eye was accommodated to those radiances become imperceptible when the
eye becomes accommodated to a much greater radiance.

The perception of discoloration in the atmosphere depends on the properties of human
color vision. Studies with color matches have shown that color vision is three dimendiamal.
example, images on color television or computer monitors are made up of red, green, and blue
dots. All colors that the screen is capable of displaying can be specified by three numbers that
guantify the intensity of the light from each of the three phosphesspurposes of determining
color matches, it is possible to characterize colors by these three numbers, X, Y, and Z, which
are called tristimulus value<olors that have the same tristimulus values will appear to match.

In 1931, the Commission Internationale de I'Eclairage (CIE, or International Commission for
lllumination) adopted a standard method of calculating these numbers from the spectrum of the
light reflected from an object.

The perception of color depends on illumination and settitay.example, when there is a
brilliant sunset, a white picket fence will appear to be white, but will be distinctly yellow in a
color photograph A nitrogen dioxide (NG containing plume appears to be yellow against a
blue sky even when a photograph or spectral measurement shows that the plume is blue, but less
blue than the surrounding skihe eye correctly perceives that a yellow gas is present in the
plume. Spectral measurements have shown that the "Denver brown cloud” is a neutral gray
(Waggoner et al., 1983).

These properties of human vision been described and explained by MacAdam [é81).
eye tends to perceive the lightest and brightest object in a scene as white, and to determine the

color of other objects by comparisoRor example, water clouds are typically



present in the sky above Denv@&pectral measurements show that they are blue compared to
the color of sunlight, but the eye perceives them as wihite. urban haze is not as blue as the
water clouds in the sky, and by comparison, appears yellow or brown.

Because of this property of human vision, plume visibility models calculate the spectral
radiance and tristimulus values of a "reference whitéis reference is then used in the color

calculations in the models.

8.2 FUNDAMENTALS OF ATMOSPHERIC VISIBILITY

This section presents a simple, complete, and reasonably accurate theory of daytime
visibility for approximately horizontal sight path$his theory provides the linkage between the

nature and concentration of particulate matter in the atmosphere and visibility.

8.2.1 Geometry of the Atmosphere

The atmosphere is an extremely thin layer on the surface of the Earth, and all of its
physical properties have strong vertical gradieftslf the mass of the atmosphere is at altitudes
below 5.7 km (18,700 ft) mean sea levéhe average of the equatorial and polar radii of the
Earth is 6,370 km (3958 mi)lhus, most of the mass of the atmosphere is within a shell having
a thickness 0.09% of the radius of the Earth.

The atmosphere is thin enough compared to the radius of the Earth that its curvature can be
neglected in most optical calculationBhis is not the case for sight paths that are horizontal or
nearly so (Malm, 1979)Because of the curvature of the Earth, a sight path that is initially
horizontal will have an altitude that increases with distafi@hle 8-1 gives the approximate
distances for selected increases in height above ground ighlt paths longer than
approximately 100 km (60 mi) are always subject to substantial changes in the properties of the
atmosphere over the length of the sight path because of the changes in altie@mosphere
rarely has uniform optical properties over distances greater than a few tens of kilometers, even at
a constant height above grountiabulations of air quality or visibility data that report visual
ranges much greater than 100 km are based on assumptions that cannot be valid in the Earth's

atmosphere.
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TABLE 8-1. APPROXIMATE DISTANCES FOR SELECTED INCREASES IN
HEIGHT OF AN INIT |IALLY HOR IZONTAL SIGHT PATH

Height Distance
(m) (ft) (km) (mi)
300 1,000 62 39
1,000 3,280 113 70
2,000 6,560 160 99
3,000 9,840 196 122
4,000 13,120 226 140

Optical calculations for the Earth's atmosphere are simplified if it is assumed that the Earth
is flat and the atmosphere is horizontally uniforxcept for horizontal, or nearly horizontal,
sight paths, it is an excellent approximation to neglect the Earth's curvAtuieitially
horizontal sight path above a curved Earth can be simulated in the calculations for a flat Earth by
a sight path approximately 1.5 degrees above the horizontal sight path (Bergstrom et al., 1981).
This angle depends on the vertical profile of the atmospheric haze, and can be calculated from an
analytic expression in Latimer et al. (1978).

The variation in the optical properties of the atmosphere in the vertical dimension has
received little attention in visibility monitoring and data reportihgierest in the effects of
particulate matter on climate forcing is causing a rapid expansion of the available information on

haze aloft (see Section 8.8).

8.2.2 lllumination of the Atmosphere

lllumination of the atmosphere and factors affecting illumination of the sight path will
affect visibility and visibility observationsFigure 8-2 shows the spectrum of the direct solar
rays at the top of the atmospheiduch of solar energy is in the visible wavelength range.
Figure 8-2 also shows the spectra at the surface of the Earth for increasing amounts of

atmospheric attenuation as the sun moves lower in the sky.
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Spectrum of direct solar rays at the top of the atmosphere and at the surface
of the Earth for various values of the air mass (m).The air mass equals 1 for
an overhead sun and increases in proportion to the mass of atmosphere
between the observer and the sun as the sun moves lower in the skje
aerosol optical depth is mf3 A, where A is the wavelength inum.

Source: Duffie and Beckman (1991).

The data in Figure 8-2 show that the atmospheric attenuation is greater at the shorter

visible wavelengths than the longer visible wavelengtfiss is because light scattering by air

molecules depends inversely on the fourth power of the wavelength (as expressed in Equation 8-

5). The greater atmospheric light scattering at the shorter wavelengths causes the blue sky in

daytime and the familiar red and yellow colors at dawn and sumkete color changes occur

naturally, and are very greathey are much greater than would be caused by typical amounts

of NO, in haze layers.
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On a clear day, 80 to 90% of the visible solar radiation reaches the surface of the Earth
without being scattered or absorbed when the sun is high in thé\skiye surface, a variable
fraction is reflected upwards, so the atmosphere is illuminated both from above and Dedow.
fraction of the radiation incident on the surface of the Earth that is reflected is known as the
surface reflectance or the albed®oth visibility and visibility observations are affected by
clouds in the viewing background or overhedthe effects of clouds are readily apparent and
are very greatThe illumination of a terrain feature or the atmosphere in a sight path can change
by a factor of 10 or more in a few minutes as clouds pass overkieagldark terrain can reflect
only one tenth as much radiation as snow-covered terrain.

The derivations in the following subsections show that visibility is determined both by the
illumination of the sight path and by the air quality in the sight patte effects of the
illumination are great enough and variable enough that it is not appropriate to omit them from
guantitative discussions of visibility.

8.2.3 Optical Properties of the Atmosphere

The fate of the solar radiation that enters the Earth's atmosphere is determined by the
geometry and optical properties of the atmosphere and the Earth's sitieesection presents
definitions of the atmospheric optical properties that affect visibility and also presents data for
the optical properties of gaseBata for the optical properties of particles are presented in
Section 8.3.All of these optical properties are functions of the wavelength of light.

The atmosphere is a turbid medium, which both scatters and absorbg\ligtyt of light
passing through the atmosphere is weakened by both of these prodéssdistance-rate of
energy loss is proportional to the radiance of the ray, and the proportionality constant is the
light-extinction coefficientg,,, which has units of length The light-extinction coefficient is
the sum of the light-scattering coefficieat,,, and the light-absorption coefficiewt, , which
are the proportionality constants for energy loss from the ray caused by scattering and
absorption, respectively.

The light-extinction coefficient can be further divided into coefficients for the following

components:

8-11



0, light absorption by gases,

0,y light scattering by gases,

0, light absorption by particles, and

o, light scattering by particles.
Because of their different origins and composition, atmospheric particles are frequently divided
into coarse and fine particles (see Chapters 3 and@if).corresponding division of is

O, light scattering by fine particles and

0, light scattering by coarse particles.
These components of the light-extinction coefficient are related as follows:

Oext = Oabs-'- Oscat
O™ Opyt Oy (8-4)

Oscat: Osg + Osp

Osp = Osfp + Oscp

Light scattering by gases is also known as Rayleigh scattering, and the coefficient can be

calculated from the equation

o = 16.51(p/1013.25 mb) (273.15 K/t)A ™7 Mm (8-5)

where p and t are the ambient pressure and temperature and the wavg|eagthmicrometers
(Edlen, 1953; Penndorf, 1957fEquation 8-5 was obtained by fitting values reported by
Bodhaine (1979) At modest elevations and daytime temperatures, the coefficient for light
scattering by gases has a value near 10'Nm0.01 knT) at a wavelength of 550 nnThis
corresponds to an attenuation of a ray of green light in particle-free air of 1% per kilometer.
Light absorption by gases is predominantly caused by Bi@l typically accounts for a

few percent of the total light extinction in urban atmospheltgs.typically negligible in
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remote areasNitrogen dioxide absorbs blue light more strongly than other visible wavelengths,
and thus contributes to the yellow or brown appearance of urban hazes.

Ozone (Q) absorbs ultraviolet light strongly and, in the visible range, has a weak
absorption at green wavelengthihe absorption in the green wavelength could cause
perceptible effects only if the,@oncentration were much greater than 0.2 ppmv in a long sight
path through a very clean atmosphef@ese conditions are quite improbable.

The optical properties of particles are complicated enough that all of Section 8.3 is devoted
to a summary of current knowledg&he remaining discussions in this section make use of that
information as if it were presented here.

The appearance of the atmosphere, especially near the horizon, is affected by the relative

importance of light scattering and absorption, which is measured by the single scattering albedo,

w. =o. ./c =o_../(o + 0o

0 scat ext

scat scat abs) . (8'6)

When there is no light absorptian, = 1. As light absorption increases, the single scattering
albedo becomes smaller, and hazes and the horizon sky become @igkeal values for,
range between 0.8 and 1.0, even in smoke from fires.

When the direction of travel of radiation is changed by light scattering, the redirected
radiation is not evenly distributed into all possible anglEse angular distribution of the
scattered light is described by the phase functidns function was named by astronomers, and
an example of its use is provided by the phases of the nidenmoon scatters light back
toward the sun more strongly than in other directions, so the moonlight is strongest when the
moon is full. Measuring the light from the moon during the progression from a new moon to a
full moon would provide data for the phase function of the mddre scattering angle is the
angle through which radiation is deflected by the scattering protéssangle is near O degrees
for a new moon and is 180 degrees for a full madie infinitesimal deflection of radiation
that passes near the moon is neglected in this discussion.)

The phase function for the scattering of unpolarized light by clear air (Rayleigh scattering)
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P(6) = (3/4)(1+cos?6) (8-7)

where0 is the scattering anglélhis function is normalized so that the integral from 0 to =
radians equals 2.

fP(e)sinede =2 (8-8)

This normalization is customarily used for all phase functions, and causes the integral over all
scattering angles to equat 4

The optical depthg, associated with a distance in a turbid medium is equal to the definite
integral of the light-extinction coefficient over that distance

T = f(jexthZEextx (8'9)

where dx is the element of distance @glis the average of the light-extinction coefficient over
the distance xThe transmittance, T, for a ray of light that passes through a medium of optical
depth is

T=e". (8-10)

When distances in the atmosphere are specified in terms of the optical depth, the phase function
and the single scattering albedo provide all the information about the optical properties of the
atmosphere required for visibility calculatiords mentioned above, these quantities must be

known as a function of wavelength.
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Polarization has not been includdéipolarization were included, radiances would be
described by the Stokes vector and the phase function would be replaced by a phasénmatrix.
general, polarization effects are small enough that they can be neglected when considering the
effects of air quality on visibility. However, polarization effects are readily apparent, and can be
used to infer information about air quality (White, 1975).

Visibility is affected by atmospheric refraction (Minnaert, 1958hose effects are often
important, but are not discussed in any depth here because they are not closely linked to air
quality. Atmospheric refraction causes mirages and looming, i.e., causes sight paths to be bent
so the apparent positions of objects are displaced from their actual poStiemefraction
associated with thermal turbulence causes the stars to twinkle at night and distant objects to
shimmer in the daytimeln general, an effort is made to eliminate the effects of atmospheric
refraction from measurements and analyses to determine the effects of air quality on visibility.

This subsection has listed all the optical properties of the atmosphere that must be known
to understand and calculate atmospheric visibiMyith the inclusion of the absorption
spectrum of NQ(Davidson et al., 1988), this section also presents all the required optical data

for gases.The necessary optical data for particles are discussed in Section 8.3.

8.2.4 Multiple Scattering

The term, multiple scattering, is used when light is scattered more than once in a turbid
medium. Light passing through a turbid medium transmits energy, and this process is known as
radiative transfer(Convective and conductive transfer of energy are also possiiie.)
equation that governs the light intensities, and hence the radiative transmission of energy in a
turbid medium, is known as the equation of radiative tran€dtaining solutions of this
equation for the Earth's atmosphere requires a knowledge of the optical properties of the
atmosphere listed in Section 8.2.3 as a function of position and also a knowledge of the
boundary conditionsThe boundary conditions at the top of the atmosphere are (1) the
atmosphere is illuminated by the solar radiation, and (2) radiation that leaves the top of the
atmosphere does not return. The boundary condition at the bottom of the atmosphere is specified

by the bidirectional reflectance of the Earth's surfaldee reflectance albedo
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indicates the fraction of the radiation incident on the Earth's surface that is reflected, and the
bidirectional reflectance specifies both this fraction and the angular distribution of the reflected
light as a function of the angle of incidence.

The equation of radiative transfer can be written

dI/dx = -o, (I -1,) (8-11)

where dl/dx is the rate of change with distance x of a ray of radiance Jiandd source
function. All of these quantities (except the distance x) are functions of the wavelength.
Middleton used the name equilibrium radiance for the source funcliois.name conveys
the idea that the radiance of a ray always tends toward the "equilibrium" value as the ray
progresses through the atmosphekéso, if the radiance of a ray is equal to the source function,
its value will not change with distance in the atmosph&frese properties are represented in
Figure 8-3, which Middleton adapted from Hugon (193Dhe rate of approach to the
"equilibrium™ is determined by the light-extinction coefficiem/hen the light-extinction
coefficient has high values, e.g., in a fog, radiances approach the source function (equilibrium
radiance) in short distances.
When the optical depth defined in Equation 8-9 is used in place of distance x in Equation

8-11, the equation of radiative transfer becomes

dI/dt=1_-T1. (8-12)

This equation focuses attention on the source func#enintuitive understanding of the
properties of radiation in the Earth's atmosphere must be based on an understanding of the
source function and the factors that determine its value.

For horizontal sight paths, the horizon sky radiance typically provides a reasonable
estimate of the source functioff.the surface of the Earth were perfectly flat and the

atmosphere and its illumination were perfectly uniform, the sight path into the horizon sky
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Figure 8-3. The approach of radiances in the atmosphere to the equilibrium radiance or
source function.

Source: Middleton (1952).

would be limited in length by the atmospheric extinctidime curves in Figure 8-3 indicate that
in this case, the horizon sky radiance would be equal to the source furintibe. real world,
the horizon sky radiance provides a good estimate of the source function if the light-extinction
coefficient is great enough that the curvature of the Earth and nonuniformities of the atmosphere
can be neglected for distances with an optical depth approaching a valu&hi$ 8ondition
can be satisfied in fogs or moderate hazagractice, the greatest errors in equating the source
function to the horizon sky radiance are due to variations in the optical properties of the
atmosphere and its illumination along the sight path toward the horizon and beyond.

Further insight into the properties of the source function can be obtained from the equation
of radiative transferWhen the radiance of a ray is equal to the source function, the radiance

does not change as the ray is propagakedhis case, the removal of energy
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from the ray by light extinction is balanced by scattering of light into the direction of the ray.

This balance is expressed by the equation

Oextle: (Osca{4n) f41! (Ql) P @1Ql) dQ’. (8'13)

The left side indicates the removal of energy by extinction per unit distaineeright side
indicates the addition of energy by scattering per unit distafiee.quantity, IQ’), specifies the
strength of the illumination of the path of the ray by radiation from the &rgl&he quantity
(04o{4T)P(QLQ") describes the amount of this illumination scattered into the direction of the ray.
The phase function for scattering of radiation from the direction Q' of the illumination into the
directionQ of the ray is F2,Q’). Because this function is normalized (see discussion of
Equation 8-8), it is necessary to multiply by the light-scattering coefficient, which specifies the
strength of the light scatterind.he factor of 4 results from the conventions used in the
normalization of the phase functioiihe integration extends over all angles.

Dividing both sides of Equation 8-13 by the light-extinction coefficient and using Equation
8-6 gives

.= (0/4m) [ 1 (Q) P QQ") d’ (8-14)

which is the customary form of the equation for the source funcAdirthe complications of
radiative transfer calculations are contained in this equalfibe.value of the source function at
each point in the atmosphere depends on the illumination at that point, which is affected by all
the nearby surroundings.

Equation 8-14 can be simplified by making some reasonable, but not strictly valid,
assumptionsThe purpose of this simplification is to derive a formula that shows the dominant
factors that affect the source function for an approximately horizontal sight Paighformula
can then be used to develop an intuition for the factors that control visibility in the atmosphere

and also to perform simple, approximate visibility calculations.
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The first assumption is that the skylight is perfectly diffuse, i.e., that the radiance of the
sky is the same in all direction¥he second assumption is that the light reflected from the
surface of the Earth is also perfectly diffus@ichards et al. (1983) and Richards (1988) showed
that these assumptions permit the integration in Equation 8-14 to be divided into integrations

over each of two hemispheres to obtain

I, = (o, /4n)[2F +2F +F_P(Q,0)] (8-15)

wherew, is the single scattering albedo defined in Equation 8-& the flux of diffuse light
reflected upward from the Earth's surfacaskhe flux of diffuse skylight incident on the Earth's
surface, Fis the direct solar flux on the sight path measured normal to the solar rays, and
P@Q,Q) is the phase function for the scattering of radiation from the dire@tiohthe solar

rays into the directiof of the line of sight.Near the surface of the Earth, Equation 8-15 can be

simplified by the relationship

F,=a(F_+F_coso) (8-16)

wherea is the diffuse reflectance albedo of the Earth's surfac® athe angle between the
sun's rays and the normal to the Earth's surfide.known that the assumptions used to derive
Equations 8-15 and 8-16 are not strictly valid; the radiance reflected from the Earth's surface is
not perfectly diffuse (Gordon, 1964), the skylight is also not perfectly diffuse, and these
assumptions are worst when the sun is near the horizon.

The use of Equations 8-15 and 8-16 requires data for the flux of diffuse skyHighte 8-
4 provides the necessary information for a broad range of cases in which the sky is cloud free.
The curves in Figure 8-4 were calculated using the data and calculation methods in Richards et
al. (1986). The atmosphere is represented by four layers of different composiinn.
composition and optical properties of the top three layers are kept congtanturves in

Figure 8-4 show the effects of increasing amounts of haze in the
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Figure 8-4. Data for the ratio of the total flux of skylight F incident of the earth's surface
to the solar flux F,cosD on a horizontal surface at the top of the atmosphere.
These data are a function of the solar zenith angle and the optical depth of the
haze layer, which is the bottom of four layers used to represent the
atmosphere.

Source: Richards et al. (1986).

bottom layer of the atmospher&éhe amount of haze is measured by the optical depth, defined
in Equation 8-9.

The aerosol in the bottom layer is composed of fine, coarse, and carbon particles with the
same physical and optical properties as the bottom haze layer described by Richards et al.
(1986). The relative volume concentrations of fine, coarse, and carbon aerosol are 46, 51, and
3%, respectively.The relative contributions to the light-extinction coefficients are 75, 12.5, and
12.5%, respectivelyThese proportions were kept constant as the total aerosol concentration was
changed to vary the optical depth of the hage,

The ordinate in Figure 8-4 is the total flux of skylight incident on the Earth's surface

divided by the total flux of sunlight incident on a horizontal surface at the top of the
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atmosphere, JEod. Equation 8-10 can be used to relate the solar flux at the Earth's sugface, F

to the solar flux at the top of the atmosphere

F - F ef(13+1h/cose) (8-17)

S 0

wherert, is the optical depth of the top three layers of the atmosphere used in the calculations
(Richards et al., 1986)The optical depth is equal to 0.50, 0.134, and 0.079 at wavelengths of
370, 550, and 650 nm, respectivelyhese fluxes are for surfaces normal to the solar rays.
Equations 8-15 and 8-16 can be used to evaluate the relative roles of the factors that
determine the source function, and hence the horizon sky radiance and path radiance (defined
below). The role of the single scattering albedo defined in Equation 8-6 is immediately
apparent; light absorption darkens the horizon sky by an amount proportional to the decrease in
the single scattering albeddhe relative importance of (1) the direct solar radiation,
(2) skylight, and (3) light reflected from the ground can also be evalu@tdile 8-2 presents
data showing that light reflected from the ground always makes a significant contribution to the
source function, and that sometimes this contribution is domimast reviews of the optics of
visibility have not adequately recognized the role of light reflected from the surface of the Earth.
Mariners have long known that land over the horizon can be detected by the change in color of
the horizon sky (U.S. Naval Oceanographic Office, 1966).
These calculations are simplified in the case of a uniformly overcastrsklyis case, the
direct solar flux on the sight path measured normal to the solar gaysHguations 8-15 and 8-

16 is equal to zero, and these equations can be combined to obtain

I = (w,/2m) (1+a)F. (8-18)

where Fis the downward flux of diffuse light from the cloud lay@ie ratio of the source
function to the downward flux depends on the single scattering albedo and the diffuse

reflectance albedo.
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TABLE 8-2. RELATIVE IMPORTANCE OF LIGHT FROM GROUND, SKY, AND
SUN IN CONTRIBUTING TO THE SOURCE FUNCTION AND
THE PATH RADIANCE WHEN THE ABSORPTION IS NEGLIGIBLE AND
THE NORMALIZE D PHASE FUNCTION HAS A VALUE OF 0.4.

Percentage of Source Function or Path

Conditions Ratio of Source Radiance Due to Light from the
Ground Ratio of Sky Function to
Reflectance Light to Sunlight Sunlight Flux (%)
o F/F, 1001 /F, Ground Sky Sun
0.10 0.10 6.53 26.83 24.39 48.78
0.15 0.10 7.40 35.48 2151 43.01
0.20 0.10 8.28 42.31 19.23 38.46
0.40 0.10 11.78 59.46 13.51 27.03
0.80 0.10 18.78 74.58 8.47 16.95
0.10 0.20 8.28 23.08 38.46 38.46
0.15 0.20 9.23 31.03 34.48 34.48
0.20 0.20 10.19 37.50 31.25 31.25
0.40 0.20 14.01 54.55 22.73 22.73
0.80 0.20 21.65 70.59 14.71 14.71

F = the flux of diffuse light incident on the Earth's surface.

o = diffuse reflectance albedo.

|, = source function for a ray of radiance.

F, = the direct solar flux on the sight path measured normal to the solar rays.

Source: Richards (1988).

The equations in this section provide the basis for the radiative transfer calculations
required to understand visibility as defined by the clarity (transparency) and color fidelity of the
atmosphere (see Section 8.1.2).

The equations apply to a single wavelength; radiative transfer calculations must be
performed for a representative series of wavelengths for a complete description of visibility.
However, it would be compatible with current practice to perform these calculations only for one
wavelength of green light, such as 500 nm or 550 nm, to determine the visillign
addressing practical problems, it is essential to adequately address the strong temporal and

spatial variations in the illumination and the optical properties of the atmosphere.
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8.2.5 Transmitted Radiance Versus Path Radiance

The appearance of a distant object is determined by light from two so@uessource is
the light reflected from the object itselfhis reflected light is attenuated by scattering and
absorption as it travels through the atmosphere toward the obs€&hesportion that reaches the
observer is the transmitted radiange;These processes are illustrated in the top panel in Figure
8-5, where an observer looks at a distant hillside illuminated by direct sunlight, diffuse skylight,
and light reflected from the surrounding terrairhe horizontal black bar indicates the light
reflected from the hillside into the sight pafhhe small arrows pointing away from this bar
indicate that some light is scattered into other directidie decrease in the transmitted
radiance with distance along the sight path caused by scattering and absorption is indicated by
the horizontal bar becoming narrower as the distance increases.

The other source of light seen by the observer is the intervening atmospheregy the
daytime, the sight path is illuminated by the direct rays of the sun, diffuse skylight, light that has
been reflected from the surface of the Earth, &tus is indicated in the bottom panel of
Figure 8-5 by the small arrows pointing toward the sight p&thme of this illumination is
scattered by the air and particulate matter in the sight path toward the ob3éwérorizontal
bar in the lower panel indicates the path radiancesich is an accumulation of this light
scattered into the sight patfihe width of the horizontal bar indicates that the path radiance has
a value of zero at the start of the sight path at the hillside and increases with increasing distance
along the sight pathNot all of the light scattered into the sight path reaches the obs&were
is absorbed and some is scattered into other directions as indicated by the small arrows pointing
away from the sight pathBecause the path radiance arises in the atmosphere, it is sometimes
referred to as air lightThe radiance seen by the observer looking at the hillside is the sum of
the transmitted radiance and the path radiance.

The transmitted radiance carries the information about the object; this is the radiance
which tells us what the object looks lik€he path radiance only carries information about the
intervening atmosphere and is often quite featurelesa.dense fog, the transmitted radiance

from nearby objects can be seen, but the transmitted radiance from more distant
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Figure 8-5. (A) lllustration of the transmitted radiance and (B) the path radiance for a
sight path toward a hillside.

objects is completely overwhelmed by the path radiance, i.e., the light scattered by the fog.
Distant objects are lost in the white (or gray) of the fog.

Visibility is determined by the competition between the transmitted radiance and the path
radiance.The effects of this competition can be observed anytime the sun is low in the sky.
Distant hillsides viewed toward the sun appear to be silhouettes; all details on their surface are
lost in the hazeThe reason is that the hillsides are in a shadow and, therefore, ar©déyla
small amount of light is reflected from them, so the transmitted radiance is small and is easily
overwhelmed by the path radianddillsides at a similar distance viewed looking away from the
sun clearly show the details of trees, gullies, grass patche#\ &oye amount of light is
reflected from these hillsides because they are sunlit, so the transmitted radiance iElesge.

effects can also be observed when portions of a scene

8-24



are shadowed by clouds and adjacent portions are s@iditld shadows on the atmosphere
decrease the path radiance and improve the ability to see distant objects, but shadows on the
objects themselves decrease the transmitted radiance and make it more difficult to see details in
those objectsWith practice, a discerning observer can visually evaluate the separate effects of
the transmitted radiance and the path radiance on the appearance of a scene.

The remainder of this subsection presents a mathematical description of these Efiects.
radiance transmitted from an object at a distance x is equal to the initial radjaoCthat
object (measured at the object) multiplied by the transmittance, T, of the atmosphere in the sight

path (see Equation 8-10).

t - IoT - Ioe a (8-19)

In general, the value of the light-extinction coefficient will not be uniform over the sight path,
and this should be accounted for in the calculation of the optical depth (see Equation 8-9).
The completely general calculation of the path radiance requires solving the equation of
radiative transfer for the atmosphetdowever, if the illumination and optical properties of the
atmosphere were uniform over the sight path, the path radiance could be calculated from the

equation

I,=1,(1-T). (8-20)

Equations 8-19 and 8-20 are typically used to calculate photographic images that show the
effects of haze (see, for example, Equations 1 and 2 in Molenar et al., Y¢®4 yare
exceptions, the calculations used to generate photographic images assume that the atmosphere is
uniform.
The apparent radiance, I, is the radiance that enters the eye of an observer or the aperture

of a measurement instrument, and is the sum of the transmitted and path radiance.

8-25



[=1,+1, (8-21)

The radiances from these two sources must be considered in all visibility calculétostated
above, it is the competition between the transmitted radiance and the path radiance that
determines the visibility.

Because of the role of the path radiance in determining visibility, and because the path
radiance is strongly influenced by the illumination of the sight path, daytime visibility is
inextricably linked to the illumination of the atmosphefeknowledge of the atmospheric
optical properties alone (e.g., the value of the light-extinction coefficient) is not adequate to
predict the visibility. These ideas are quantified in the next section, where contrast and contrast

transmittance are used as measures of visibility.

8.2.6 Contrast and Contrast Transmittance as Quantitative Measures of
Visibility

It is standard practice in science to define numerical scales that can be used to quantify
observationsBecause of the properties of human vision described in Section 8.1.3, contrast
provides a numerical scale that can be used to quantify visibilftyen investigating the ability
to perceive faint objects, the use of contrast to quantify visibility is based directly on Weber's
law and experiments with perception thresholds (see, for example, Blackwell, ChtGjast is
defined in Equation 8-1 in Section 8.1.3.

The contrast of a distant object is determined by its initial contrgsan@ the contrast
transmittance of the atmosphere, C/The definition of contrast transmittance is analogous to
the definition of the transmittancéf. C is the apparent contrast, i.e., the observed or measured
contrast at the end of the sight path, ap@és@he initial contrast, i.e., the contrast at the start of

the sight path, then

Contrast transmittance = C/C,. (8-22)
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Modulation is defined in Equation 8-2 in Section 8.1faV is the apparent modulation and,M

the initial modulation, then

Modulation transfer = M/M/ . (8-23)

As indicated by Equation 8-3, modulation and contrast can be used interchan&satiiyrly,
contrast transmittance and modulation transfer can be used interchangéebiyiore familiar
contrast and contrast transmittance are used in this chapter.
The contrast transmittance of the atmosphere in the sight path to a distant object largely
determines whether or not that object can be perceiVkds, the quantitative calculation of
contrast transmittance plays a key role in the investigation of the perceptibility of distant objects.
At these distances, the contrast transmittance of the atmosphere and the apparent contrast of the
object can be used to quantify visibilitif.these parameters are used for objects at all distances,
then the same numerical scales can be used to quantify the visibility of objects at all distances.
The National Park Service used contrast measurements to quantify visibility for
approximately a decade beginning in the late 197bgs monitoring method is continued in the
use of photographs and video images to characterize visiliiynputer-generated
photographs are often used to demonstrate the visual effects of haze, and they are generated by

calculating the contrast transmittance of the atmosphere and the contrast of objects in the scene.

8.2.7 Contrast Reduction by the Atmosphere

Because of the quantitative relationship between visibility and contrast reduction by the
atmosphere, the investigation of the effect of the atmosphere on apparent contrasts has a long
history, which has been reviewed by Middleton (195®). early result was obtained by
Haecker (1905), who showed that radiance differences are attenuated by the atmosphere to the
same degree as the radiance of a single Fay.example, if two objects at the same distance
with initial radiances,] and |, are viewed through the same sight path, Equations 8-19 and 8-21

give the result that the difference in the apparent radiances is
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-, =(I e " +I ) -(I,,e"+1,)=(I;,-1I,))e" (8-24)

Ip 2p

For the same sight path, the two path radiances have the same value, and therefore have no effect
on the radiance differencélso, the optical depth is the same for both sight patlms result is
valid regardless of the uniformity of the atmosphere and the illuminalfidruman perception
were controlled by radiance differences instead of radiance ratios (as in the formula for
contrasts), optical calculations for visibility analyses would have been greatly simplified.
Equation 8-24 applies to any two adjacent objects viewed through sight paths close enough
together to have the same optical depths and path radidndée. following derivation, this
equation is applied to a case in which an object with initial radiapee viewed against a
background with initial radiance,,| The definition of contrast in Equation 8-1 and contrast

transmittance in Equation 8-22 can be combined to obtain

C/C,=[(1-1,)/1,1/01,-1,.1/1,.1. (8-25)

Replacing I - | by the right-hand side of Equation 8-24 and using Equation 8-19 gives the result

C/C,=1,,e /I, =1,/1,. (8-26)

o]

In other words, the contrast transmittance of the atmosphere is the transmitted radiance of the
background,,|, divided by the apparent radiance of the backgroynd;He role of the path

radiance is made more apparent by writing Equation 8-26 as

C/Cy=Tp/ (I, + 1)) (8-27)
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where the apparent radiance of the background is equal to the sum of the background transmitted
radiance and the path radiandgquations 8-26 and 8-27 are completely general and contain no
assumptions about the uniformity of the atmosphere or its illuminalibay are included in the
paper of Duntley et al. (1957), which contains an excellent overview of contrast reduction by the
atmosphere.

Exactly the same derivation can be performed using the modulation defined in Equation 8-
3 and modulation transfer defined in Equation 8-23 instead of contrast and transmittaace.

result is

M/My=T,/(1,, +1)) (8-28)

where | is now the average radiance of the sine wave instead of the background radiance used in
the definition of contrastEquations 8-27 and 8-28 are identical in form and in interpretation.

Equations 8-19 and 8-21 can be used to show the dependence of contrast transmittance and
modulation transfer on the variables [J, &nd | in cases where the atmosphere and the

illumination are uniform over the length of the sight path

C/C, =1, T/[1, T+I,(1-T)]

M/M, = 1, T/[T, T+1,(1-T)] (8-29)

The dependence of the T on the average light-extinction coefficient for the sight path is given by
Equations 8-9 and 8-10.

Koschmieder (1924) derived a simple equation for the contrast of distant objects viewed
against the horizon skyHe assumed that the radiance of the background horizon sky at the
target initial background radiance is the same as at the apparent background radiance, with the

result that Equation 8-26 becomes
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C/C e (8-30)

This assumption would be valid if the atmosphere and its illumination were uniform, which
accounts for the long list of assumptions often associated with discussions of Equation 8-30
(Malm, 1979; U.S. Environmental Protection Agency, 197)ly the one assumption above is
necessary, and that assumption could be valid in a nonuniform atmosjsheisefurther

assumed that the target is black, so that €1, Equation 8-30 becomes

C=-e (8-31)

but this assumption is not necessary if the value, o @easured or can be estimated with
sufficient accuracy (see, for example, Malm et al., 1982 average value of the light-

extinction coefficient for the sight path is equal to the optical depth divided by the length of the
sight path (see Equation 8-%Fquation 8-31 can be used to estimate the average value of the
light-extinction coefficient from only a measurement of the apparent contrast of a dark object
against the sky and the distance to the objdotwever, the assumptions used in the derivation

of Equation 8-31 are generally not satisfied, with the result that the values of the light-extinction
coefficient obtained from it may not be appropriate when illumination along the sight path is not
uniform (White and Macias, 1987).

The nomogram in Figure 8-6A provides an instructive visualization of the factors that
determine the visibility.In this figure, the abscissa is a linear measure of the light transmittance
or light extinction. This is a change from Figure 8-3, where the abscissa is linear in distance.
This change causes the curves for radiances in a uniform atmosphere to be straight lines instead
of exponential curves.

The lines at the left side of Figure 8-6A show the radiances measured at theTheget.
initial radiance of the background (used in the calculation of contrast) measured at the target is
l,» The path radiance is equal to zeAs the distance from the target increases, the initial
radiance of the background and the transmittance decreases linearly towardyzdzbnition,
this line is always straightWith increasing distance, the path radiance (air light) typically

increaseslf the atmosphere were uniform, Equation 8-20 could be used to
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Figure 8-6. (A) Nomogram for the estimation of the contrast transmittance in a uniform
region of the atmosphere; (B) Nomogram for the estimation of contrast
transmittance in a nonuniform atmosphere. In a nonuniform atmosphere, the
curve representing the path radiance will typically not be a straight line.

Source: Richards (1990).
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calculate the path radiance, and the values would form a straight line as in Figuré\8:6A.

the distance from the target becomes sufficiently great (which is possible in the Earth's

atmosphere only for relatively large values of the light-extinction coefficient, the transmitted
radiance becomes zero and the path radiance becomes equal to the source function, as at the right
edge of the figureThis condition is easily observed in dense fogs.

The apparent radiance is equal to the sum of the transmitted and path radiances, and is
shown by the upper line in the figur&he contrast transmittance can be calculated at any place
in the figure by drawing a vertical line between the x-axis and the apparent raditece.
contrast transmittance is the fraction of the line due to the transmitted radidres® fractions
are illustrated by the shaded portions of the vertical lines in Figure 8-6A.

This nomogram shows how the relative values of the initial background radiance used to
calculate contrast and the source function interact with the transmittance of the sight path to
determine the contrast transmittance of a sight path, i.e., the visibifiten the initial
background radiance is small compared to source function, the transmitted radiance rather
quickly becomes a small part of the apparent radiance, and the visibility in that sight path is
rapidly degraded by increasing light extinctiddowever, if the initial background radiance is
much larger than source function, as is the case for snowcapped mountains, the transmitted
radiance is not so quickly dominated by the apparent radiance as the light extinction in the sight
path increasesSometimes, snowcapped peaks at a distance appear to float in the sky because
the transmitted radiance from the dark mountainsides below the snow line is completely
dominated by the path radiance, making the dark mountainsides invisible.

The initial and apparent background radiances may be assigned to different parts of the
scene in different calculationsf the contrast of an object against the horizon sky is to be
calculated, the background is the horizon sWhen the horizon sky radiance is approximately
equal to the source function, initial background radiance is approximately equal to the source
function. However, if the contrast of a feature on a hillside, such as a tree or a rock, is to be
calculated, then the background is the hillsitiethis case, it is necessary to determine the ratio
of the initial radiance of the hillside to the source functibncases where the horizon sky
radiance is approximately equal to the source function, this ratio is equal to the initial contrast
used in contrast teleradiometripata for these initial contrasts have been tabulated for a range
of types of ground cover and illumination (Malm et al.,

8-32



1982). These data provide an acceptable basis for estimating values of the background initial
radiance/source function when measurements are not available.

The nomogram for a nonuniform atmosphere is shown in Figure 86Bause the source
function varies along the sight path, the path radiance does not vary linearly with the light
extinction. This is indicated by the curve in Figure 8-6Begardless of the form of the curve
for the path radiance, the apparent radiance is the sum of the transmitted and path radiances and
the contrast transmittance is the transmitted radiance divided by the apparent radiance.
Therefore, the calculations represented in the nomogram remain exactly valid for any curve
representing the dependence of the path radiance on the fraction of the initial radiance removed
by light extinction along the sight patli.the curve for the path radiance is properly calculated,

the relations shown by the nomogram in Figure 8-6B are exact and contain no approximations.

8.2.8 Relation Between Contrast Transmittance and Light Extinction

The light-extinction coefficient determines the transmittance of a sight path (see Equations
8-9 and 8-10).The nomogram in Figure 8-6A shows that the transmittance provides a
reasonable estimate of the contrast transmittance only when the initial radiance of the
background is approximately equal to the source function (or equilibrium radidrezpnly
situation where this approximation is reliable enough to be useful is for a target viewed against
the horizon sky when it is hazy enough that the horizon sky radiance is approximately equal to
the source functionThe southern and eastern United States have many days that are hazy
enough to satisfy this criterion, so the use of the light-extinction coefficient as a measure of
visibility frequently gives a satisfactory indication of the perceptibility of targets against the sky
in those locationsHowever, the light-extinction coefficient may not provide a satisfactory
indication of the perceptibility of features viewed against other backgrounds (e.g., trees on a
hillside), because the radiances of other backgrounds will not, in general, be approximately equal
to the source function.

Data for both the transmittance and modulation transfer of a sight path were measured
during the Southern California Air Quality Study (SCAQS) (Richards, 1989) and are shown in
Figure 8-7.Modulation and modulation transfer were used to present these data because the

white and black pattern of the target were more like the sine wave pattern in Figure 8-1
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than the pattern in that figure used to define contidass. shown in Equation 8-28 that the
modulation transfer is mathematically equivalent to the contrast transmitiamcapparent that

the data for modulation transfer in Figure 8-7 are poorly correlated with the sight path
transmittance In particular, when the sight path transmittance was 50%, the modulation transfer
varied from 5 to 70%When the modulation transfer was 5%, the target was barely perceptible.
A modulation transfer of 70% corresponds to the visibility for a 30-km (19-mi) sight path
through particle-free air under conditions where the Koschmieder equation isMalid, at the
same value of the light-extinction coefficient, the visibility ranged from excellent to nearly
obscured.However, the inability of the light-extinction coefficient to represent the perceived
visibility of any specific scene does not affect its ability to characterize the visual effects on a
sensitive scene caused by the combination of air pollutants and relative humiditgdata

points in Figure 8-7 are scattered in the vertical direction, and do not tend to cluster along a
simple relationship between modulation transfer and transmittance.

The lack of correlation between modulation transfer and light extinction in Figure 8-7
shows that the light-extinction coefficient does not, in the general case, provide a reliable
guantitative measure of the visibility and specifically not under conditions of varying
illumination. When using airport visibility data to estimate values for the light-extinction
coefficient, it is common practice to select only midday datas practice minimizes variations
in the illumination of the atmosphere, and would reduce the variability of the data in plots such
as Figure 8-7.

On the other hand, the light-extinction coefficient is an optical property of each point in the
atmosphere and is closely linked to air qualityalso plays a key role in radiative transfer
calculations.However, although the light-extinction coefficient is a key input to visibility
calculations, it does not, by itself, provide a reliable quantitative measure of the degree to which

the atmosphere is transparent to visible light under varying illuminations.

8.3 OPTICAL PROPERTIES OF PARTICLES

The 1978 report on the technical basis for visibility protection in Class | areas that was
prepared for the Council on Economic Quality stated, "From a scientific and technical point of

view, the optical effects of particles are also the best understood and most easily measured
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Figure 8-7. Hour-average values of the modulation transfer and transmittance measured
in a 2.20-km sight path during the 1987 summer intensive of the Southern
California Air Quality Study. These data show that the modulation transfer
(and contrast transmittance) are poorly correlated with the light-extinction
coefficient. At 50% transmittance (o,,, = 315 Mm™), the visibility ranged
from excellent to nearly obscured.The scale at the top shows the value of the
deciview haze index, an index of haze that is scaled to correspond to
properties of human vision.

Source: Richards (1989).

effects of air pollution."(Charlson et al., 1978)There was much truth in that statement, but
since then, significant advances have been made in the understanding of the physical, chemical,
and optical properties of fine particulate mattat.the present time, this is an active area of

research and an area where significant future advances can be expected.
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8.3.1 Optical Properties of Spheres

Fine particles, which are typically the dominant cause of visibility impairment, are small
enough in comparison with the wavelength of visible light that their optical properties are nearly
the same as those of homogeneous spheres of the same volume and average index of refraction.
This approximation is good enough that by far the greatest uncertainty in using light-scattering
equations for homogeneous spheres to calculate the optical properties of fine particles is due to
uncertainties in their size distributiokuncertainties in the index of refraction, due to lack of
knowledge of the detailed particle composition, is the next greatest source of uncertainty in these
calculations.

These assertions are supported by an example from the pigment induistnum
dioxide (TiQ,), the universally used white pigment, has a size distribution similar to atmospheric
fine particles. Titanium dioxide particles are crystalline, and therefore have angular shapes.
Titanium dioxide is birefringent, i.e., has different indices of refraction for different directions in
the crystal. The size distribution of Ti@samples can be estimated by measuring the size of
1000 particles in an electron micrographternatively, it can be estimated by measuring the
light-extinction coefficient as a function of wavelength for a dilute suspension and comparing
the result with theoretical curves calculated assuming the particles were homogeneous spheres.
It was found that one light-extinction spectrum gave a better estimate of the size distribution
determined from repeated counts of 1000 particles than did one count of 1000 particles
(Richards, 1973)A knowledge of the size distribution is key to calculating the optical
properties of fine particles.

The equations for calculating the optical properties of homogeneous spheres in the size
range of atmospheric particles are known as the Mie equations (Mie, 1908), but Lorenz, Debye,
and others made substantial contributions to this theory (Kerker, 1868)only inputs to these
calculations are the particle-size parameternD/A, where D is the particle diameter ahds
the wavelength of light, and the ratio of the index of refraction of the particle to the index of
refraction of the medium surrounding the partidi@r collections of particles, it is assumed that
there is no phase coherence in the scattering by neighboring particles, so that the intensity of the
light scattered by an ensemble of particles is the sum of the intensities scattered by the individual
particles. Therefore, the optical properties of atmospheric particles are calculated by

representing the aerosol particle-size distribution by a
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histogram, performing Mie calculations for each particle-size bin in the histogram, weighting the
results by the amount of aerosol in each bin, and calculating the sum.

The output of the Mie calculations includes efficiency factors for extinction, scattering, and
absorption, Q, Q..., and Q,, respectively.These factors give the fraction of the incident
radiation falling on a circle with the same diameter as the particle that is either scattered or
absorbed, only scattered, or only absorbed, respectitgyre 8-8A shows the scattering
efficiency factor for a sphere with an index of refraction of 1.5 as a function of the size
parameter, e Many fine aerosol particles have an index of refraction near this vBemause
of diffraction, all particles with an index of refraction of 1.5 and a size parameter larger than
about 1.6 scatter more radiation than falls on the geometrical cross section of the pdrécle.

scattering efficiency factor tends toward a value of 2.0 for large particles.
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Figure 8-8a. Light-scattering efficiency factor for a homogeneous sphere with an index of
refraction of 1.50 as a function of the size parameter = ©D/A.

Source: Penndorf (1958).

The major oscillations and ripples in the curve in Figure 8-8A are typlda.data in
Figure 8-8B show that when the size parameter is scaled by the index of refraction minus 1,
scattering efficiency factors for a range of indices of refraction fall in a narrow range of
efficiency factors.The index of refraction range extends from water (n = 1.33) to a reasonable
value for dry fine particulate matter (n = 1.%jor example, Hering and McMurry (1991) found

that calibration of an optical particle counter with oleic acid, with an
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Figure 8-8b. Maximum and minimum values for light-scattering efficiency factors for
homogeneous spheres with indices of refraction between 1.33 and 1.50 as a
function of the normalized size parameter.

Source: Penndorf (1958).

index of refraction of 1.46, gave better results than did calibration with polystyrene latex
spheres, with an index refraction of 1.59, for monodisperse samples of Los Angeles aerosol
obtained from a differential mobility analyzefhus, within the range of indices of refraction

that most commonly occur in atmospheric fine particles, the results of Mie calculations can be
scaled to account for the effect of the index of refraction.

Figure 8-9 shows the same data as in Figure 8-8b, except that the scattering efficiency
factor Q was multiplied by the cross section of the sphere to obtain the scattering cross section
and divided by the volume of the sphere to obtain the volume-specific light-scattering efficiency
factor, E, in units of um. A wavelength of 550 nm was assumed in these calculations.
Multiplying the values of the light-scattering efficiency factor by the aerosol volume
concentration (in units of pitent) gives the value of light-scattering coefficiesg, (in units
of Mm™) for these particlesThus, the curves in Figure 8-9 gives the light-scattering coefficient
for a unit concentration of aerosol if all particles have the same diameter and index of refraction.

Dividing the curves in Figure 8-9 by the density of the particulate material (in units of
g/cnt) gives the mass-specific light-scattering efficiengy(iE units of ni/g). Multiplying the
values of the mass-specific light-scattering efficiency by the aerosol mass concentration (in units
of pg/n?) gives the value of the light-scattering coefficient (in units of Yifor these particles.

Thus, the mass-specific light-scattering efficiency for water, which has an
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Volume-Specific Scattering Efficiency (pm'1 )

Figure 8-9.

index of refraction of 1.33 and a density of 1.0, is shown by the curve for n = 1.33 in Figure 8-9.
Ammonia salts have a density near 1.75 §/and an index of refraction near 1.5, so the mass-
specific light-scattering efficiency for these compounds can be obtained by dividing the curve

for n = 1.5 in Figure 8-9 by 1.75 g/éniThe maximum value for mass-specific light-scattering
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Volume-specific light-scattering efficiency as a function of particle diameter
D,. The calculations were performed for the indicated indices of refraction
and a wavelength of 550 nmFor large particle diameters the scattering
Mass-specific light-scattering
efficiencies (in units of nf/g) can be obtained by dividing the values of the

efficiencies tend toward a value of 3/[;)

curves by the particle density (in units of g/cr.

efficiency for both water and ammonia salts is close tG/§.m

The particle diameter at the maximum light-scattering efficiency for green light with a

wavelength of 550 nm is approximately given by the relationship
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D=0.28/(n-1)um (8-32)

although the exact value depends on the ripples in the clihie formula gives a diameter of

0.85 um for an index of refraction of 1.33 and a diameter of 0.56 pum for an index of refraction

of 1.5. Most fine aerosol particles are smaller, so it is generally true that processes which tend to
increase the size of fine particles tend to increase their scattering efficiBmeyabsorption of

water at high humidity is an example of such a process.

The Mie equations can also be used to calculate the efficiency factors for light absorption
by particles.The results of these calculations contain significant uncertainties because (1) the
imaginary component of the refractive index of the particles is usually not accurately known,
and (2) light-absorbing particles are frequently chained agglomerates that do not have a spherical
shape.In some aerosol particles, light absorption is caused by elemental carbon particles coated
with chemical species that absorb light much less strongly (see, for example, Husar et al., 1976).
For these reasons, the theoretical calculation of the strength of light absorption by atmospheric
particles is significantly less reliable than the calculation of light scattering.

Computer codes are available for calculating the light scattering and light absorption by
particles composed of a spherical core and a concentric shell (Toon and Ackerman, 1981;
Appendix B of Bohren and Huffman, 1983; Kerker and Aden, 199hese codes are used to
determine the optical properties of particles with a solid core and a liquid shell, which can be
formed by the absorption of water at high humidities by particles that contain insoluble species.
A core-and-shell particle can also be formed by condensation and coagulation of materials of
one refractive index on pre-existing particles that have a different refractive index.

The data for the volume-specific light-scattering efficiency for particles of one size in
Figure 8-9 can be made more useful by averaging the values for log-normal size distributions.
Results from such calculations are presented in Figure &4 ®efore, the calculations are
performed for a wavelength of 550 nrA.value of 2.0 was used for the sigma of the log-normal
size distributions, and the scattering efficiency was calculated as a function of the geometric

mean diameter, > For water, the index of refraction is 1.33 and
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Figure 8-10. Volume-specific light-scattering efficiency as a function of geometric mean
particle diameter D, for log-normal size distributions. The calculations
were performed for the indicated indices of refraction, a wavelength of
550 nm, and size distributions with a sigma of 2.0. Mass-specific light-
scattering efficiencies (in units of riig) can be obtained by dividing the
values of the curves by the particle density (in units of g/cth

the maximum volume-specific scattering efficiency of 4.1'joocurs at a geometric mean
diameter of 0.74 umFor the index of refraction of 1.5, the maximum volume-specific

scattering efficiency of 6.2 [ihoccurs at a geometric mean diameter of 0.53 |inhese

particles had a density of 1.75, then the maximum mass-specific scattering efficiency would be

3.5 nf/g. The curves in Figure 8-10 show that the scattering efficiency increases rapidly
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with increasing particle size in the 0.2- to 0.4-um-diameter rahe.accumulation-mode
aerosol is typically in this size rang&herefore, the uptake of water by aerosol particles can
cause significant increases in the light-scattering coefficient.

Computer codes to calculate the optical properties of log-normal size distributions of
homogeneous spheres can be obtained from the U.S. Environmental Protection Agency Support
Center for Regulatory Air Models (SCRAM) by calling 919-541-5742 and downloading the files
for the PLUVUE Il plume visibility model. The FORTRAN source code is in the file
RNPLUVU2.ZIP, code compiled for Intel 386- or 486-compatible computers is in the file
RUNPLUVU.ZIP, and the manual is in PLVU2MAN.ZIFA.hese codes are available at no
charge, and the program MIETBL.EXE calculates the normalized phase function and the
efficiencies for light scattering, absorption, and extinctibhese codes will run on any personal
computer with enough speed, memory, and hard drive space to run Microsoft Winddws®.
parameters of the log-normal size distribution and the index of refraction can be satisfactorily
estimated, these codes will generate all the information on the optical properties of particles
required for the calculations described in Section 8.2.

Coarse particles in the atmosphere are large enough that the effects caused by their non-
spherical shape can be detected (see, for example, Holland and Gagne, 1970; Wiscombe and
Mugnai, 1988).However, in most actual cases, the dominant uncertainty in using the Mie
equations to calculate the optical properties of coarse particles in the atmosphere is due to
uncertainties in their size distributiofherefore, obtaining data for particle-size distributions is

more important than determining the shape of coarse patrticles in the atmosphere.

8.3.2 Optical Properties of Fine and Coarse Patrticles

Field measurements of the optical properties of fine and coarse particles have produced
results compatible with the theoretical results described abldwe mass-specific light-
scattering efficiency is usually used to report these resiitis.mass-specific light-scattering
efficiency (in units of rig) multiplied by the particle concentration, ¢, (in units of [Ryis

equal to the light-scattering coefficient for particles (in units of yinfFor these units, no

8-42



conversion factor is requiredis discussed above, the value of the mass-specific light-scattering
efficiency is different for different particle-size fractions.

White et al. (1994) determined the value gf the scattering efficiency for particles
smaller than 2.5-um diameter, at two sites in the desert southwest and obtained values of 2.4 and
2.5 nf/g. These experiments were unique in that both the light scattering and particulate-mass
concentration measurements were made with a 2.5-um-diameter cuijwentelative humidity
was generally low, so these values are appropriate for dry particles.

In the same experiments, White et al. (1994) also determined the valyetbéE
scattering efficiency for coarse particles, and obtained values that ranged from 0.34 td@.45 m
Earlier, White and Macias (1990) obtained an estimate of igt Watson et al. (1991) also
obtained a value of 0.4%g. One of the first determinations of the scattering efficiency for
coarse particles was by Trijonis and Pitchford (1987), who obtained the value Gf@.6mall
cases, these authors estimated that the integrating nephelometer responds to approximately half
the light scattered by coarse particles (White et al., 1994), so the scattering efficiency for coarse
particles observed by the nephelometer would be approximately’2 This is mentioned
here to provide assurance that the values of the scattering efficiency for coarse particles near 0.4
m?/g are not biased by the failure of nephelometers to detect light scattered at angles near 0 and
180 degrees.

A review article by Waggoner et al. (1981) indicates that at moderate or low humidities,
the mass-specific light-scattering efficiency, measured by a nephelometer without a size-
selective inlet, was equal to 3.1 + 0.gnusing the fine-particle mass concentratidngood
correlation was obtained even though the nephelometer measurements included both coarse and
fine particles because of the small scattering efficiency of coarse pariitiesiephelometer
response to all particles reported by White et al. (1994) was 2.8 and/§.times the fine-
particle mass concentration at their two sites.

As a general rule, the above values of mass-specific light-scattering efficiencies can be
used at moderate to low humiditieBhe effect of water uptake by particles at high humidities is
discussed in Section 8.3.3.

Widely varying mass-specific scattering efficiencies can be observed near sources, in
plumes, and in cases where particle formation occurred in clouds anBddgles formed in

power station plumes in clean areas can be quite siallexample, during the Navajo
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Generating Station Visibility Study (NGSVS), a pulse of, &0d sulfate from the station was
observed at Hopi Point, 100 km from the sourigke calculations based on the measured size
distribution of the sulfate formed in the plume indicated a light-scattering efficiency for
ammonium sulfate of 1.2 %g, and this result agreed with the value determined from the
integrating nephelometer readings and the sulfate concentrations determined by filter sampling
(Richards et al., 1991)Closer to the source, the sulfate formed in the plume was in still smaller
particles with an even smaller light-scattering efficiency (Richards et al., 1981).

Larger light-scattering efficiencies for fine particles have been observed when significant
numbers of the particles are in the 0.5- to 1.0-um size rahge measurements of John et al.
(1990) provide an example of data for particles in this size ra8geondary particles in this
size range are the result of heterogeneous gas-to-particle conversion in fogs or clouds (Meng and
Seinfeld, 1994).However, heterogeneous particle formation in fogs or clouds does not always
produce large particlegvents in which large amounts of sulfate were rapidly formed in clouds
were observed in the NGSVS, and these typically produced sulfate with a smaller mean diameter
than the background aerosol (Richards et al., 1991).

Because of the strong dependence of both the light-scattering efficiency and settling
velocity of coarse particles on patrticle size, it would be expected that the light-scattering
efficiency of coarse particles in an air parcel would vary with tilmecases where coarse
particles are not being added to the air parcel, the light-scattering efficiency of the coarse
particles would increase with time.

The great majority of light absorption by particles is caused by elemental carbon (Rosen et
al., 1978, Japar et al., 198d)eterminations of the mass-specific light-absorption efficiency of
elemental carbon gives values in the range of 9 to’l@ (Fapar et al., 1984; Adams et al.,

1989). A value of 9 n¥g has been used in recent studies of urban haze with satisfactory results
(Watson et al., 1988, 1991).

8.3.3 Effect of Relative Humidity on Particle Size

Water in the atmosphere exists in both the particle and vapor ptais=d.reductions in

visibility occur when water condenses to form fog or cloud&ater is also present in all
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ambient particles, even on relatively clear daj/ke increase in the amount of water in the
particle phase that occurs at high relative humidity (RH) has a significant effect on visibility.

The effect of water has been understood for many decades, and was one of the key areas of
investigation in the Aerosol Characterization Experiment (ACHEX) in California in the 1970s
(Hidy et al., 1980).Figure 8-11 shows a summary of Humidogram data measured in several
parts of the United State3.hese data were obtained by comparing the integrating nephelometer
signal from an ambient aerosol sample conditioned to 30-% RH with the signal from the same
aerosol conditioned to a higher RH (Covert et al., 1980 increase in light scattering with
increasing RH is due to two factorgt) the absorption of water by the aerosol particles
increases the volume of the particle phase, and (2) the absorption of water increases the size of

the aerosol particles, which increases the light-scattering efficiency of most particles.
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Figure 8-11. Humidogram showing the dependence of the light-scattering coefficient of
ambient aerosol on the relative humidity. The shaded area shows the range
of values obtained in various areas of the United State3.he vertically
hatched area shows data for strongly deliquescent sulfate aerosol observed at
Tyson, MO and marine aerosol at Point Reyes, CA.

Source: Covert et al. (1980).
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Ammonium salts are an aerosol component that contribute to the absorption of water at
high RH. Figure 8-12 shows the relative diameter of a pure ammonium sulfate particle as a
function of RH. At humidities above the deliquescence point of 80%, the particle is a liquid
solution, the higher the RH, the more dilute the solution and the larger the paitivés the
RH is below 80%, the particle is a dry ammonium sulfate crystal at equilibtiutme RH of
the air surrounding liquid ammonium sulfate decreases through the deliquescence RH, it is
necessary for a crystal to nucleate for the conversion from liquid to solid to ¢aaupure
solutions, this can require either tens of minutes to hours or the reduction of the RH far below
the deliquescence poinThus in ambient air deliquescence particles frequently exist in a non-

equilibrium state, containing water even though the RH is below the deliquescence point.
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Figure 8-12. Relative size growth is shown as a function of relative humidity for an
ammonium sulfate particle at 25 C. The dotted line indicates the size of the
liquid particles when the RH decreases below the deliquescence point
without nucleation of the solid phase.

Source: Tang et al. (1981).
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Ambient particles are always a mixture of chemical compoubiféerent salts have
different deliquescence points, and some aerosol components, such as sulfuric acid and perhaps
some organic compounds, have water absorption properties represented by a smooth curve.
Therefore, a typical sample of ambient aerosol shows a smooth dependence of light scattering on
RH, as shown in Figure 8-1Figure 8-13 shows data from experiments that can detect the
change in size of individual particles in response to a change inTRéke data show that the
ambient particles in the Los Angeles Basin tended to fall either in a more hygroscopic class,
presumably containing inorganic salts and acids, and a less hygroscopic class, which may be
predominantly composed of primary organic species (McMurry and Stolzenburg, T9&9).
particles in the desert Southwest tended to grow more with increasing RH, suggesting that
ammonium salts are present in most fine particles (Zhang et al., 1993, 1994) and that the organic
compounds in the particles are more oxidized (Saxena et al., 1995).

The RH of the atmosphere is nonuniform in both space and time, so the ambient aerosol is
continually subjected to cycles of RRRadiational cooling increases the RH at night near the
surface of the Earth, and this tends to increase the haze in the early méismagtmospheric
convection frequently cycles the aerosol particles through clouds during thdag.et al.

(1989) have shown that hysteresis like that shown in Figure 8-12 exists in the atmosphere, so it
is reasonable to believe that the ambient particles are commonly on the upper curve, which
represents the properties of the particles that have recently been exposed to high values of RH.

Data for the dependence of the particle size of the ambient aerosol on RH have also been
obtained by cascade impactor measurements in urban and rural environments, and are in
reasonable agreement with the Humidogram in Figure 8sbhd examples of this type of
measurement appear in a report by Watson et al. (1991) and papers by Zhang et al. (1993, 1994).
A more detailed discussion of the effects of RH on the size distribution of ambient particles is
given in Chapter 3.

8.3.4 Extinction Efficiencies and Budgets

The attribution of visibility impairment to emission sources can proceed through a series of

steps in which the following are determined in sequefteemissions,
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Figure 8-13. Summary of all relative humidity-dependent particle growth factors for
0.2 um diameter particles measured (a) in Claremont, CA during the
SCAQS and (b) at Hopi Point in the Grand Canyon National Park during
the Navajo Generating Station Visibility Study.

Source: McMurry and Stolzenburg (1989); Zhang et al. (1993).

(2) composition of the atmosphere, (3) optical properties of the atmosphere, (4) optical
properties of sight paths, and (5) visibilityn principle, the effects of selected emissions can be

determined by performing the above analysis steps with and without those emissions.
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This section addresses the calculation of the optical properties of the atmosphere from a
knowledge of its compositionThis is an essential step in the source attribution of visibility
impairment. This calculation is also useful in understanding current visibility conditions.

Portions of this calculation proceed through simple additi®ection 8.2.3 showed how the

optical properties of the atmosphere can be represented as the sum of the components of light
extinction. It also indicated that the light-scattering coefficient for particles can be represented
as the sum of the scattering by coarse and fine partiClpsrationally, the separate

contributions of coarse and fine particles to the light-scattering coefficient can be determined by
using instruments with size-selective inlets.

It would be convenient if the light-scattering coefficient for fine and coarse partigles,

ando,, could each be represented as the sum of the light scattering by the chemical constituents

scp

of those particlesThen the components of light extinction could be calculated from

Oary = BE,C, (8-33)

where Eis the light-scattering efficiency of fine-particle species j whose concentratipanid c
the sum includes all speciegnfortunately, there is no theoretical basis for such a
representation, because the light-scattering efficiency depends strongly on the particle size, and
changing the atmospheric concentration of one chemical species can change the size distribution
of the other particulate species (White, 1986; Sloane, 1986; Sloane and White, 1986).

Simple additive calculations can be justified theoretically only in the hypothetical case of
an externally mixed aerosol, in which each particle contains only one chemical spetes.
case, the contribution of each chemical species to light extinction can be determined by summing
the contributions of the particles of each speciEse calculation in Equation 8-33 can be
performed on either a particle volume or particle mass bakis.mass basis is customarily used
because aerosol mass concentrations are more easily monitored, so most ambient data are for
particulate mass concentrations.

In practice, useful approximations exist that allow the estimation of light extinction by

ambient particles from the aerosol compositigvihite (1986) showed that it made little
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difference in the calculated optical properties of an aerosol mixture to assume either that the
chemical species are externally mixed, as described above, or internally mmiedinternally

mixed aerosol, all particles in a stated particle-size cut have the same composition, i.e., they each
have the same proportions of all chemical speciéss finding has beerconfirmed by other

authors, including Lowenthal et al. (199%)owenthal et al. (1995) showed that for an internally
mixed aerosol, it made little difference whether each particle was assumed to be homogeneous,
or assumed to be composed of a core of insoluble species and a shell of species that form a
solution at high humiditiesThus, useful estimates of the aerosol optical properties can be
constructed by assigning extinction efficiencies to chemical species, multiplying the ambient
concentrations by the efficiencies, and summing the results.

Two key inputs to this estimation are (1) estimates of the size of the (dry) particles and (2)
estimates of the water uptake associated with each chemical species with increadihig iRH.
known that the chemical species were mostly formed in homogeneous (i.e., dry) photochemical
reactions, then it can be assumed that most particles are in a size mode with a diameter in the
0.2- to 0.3-um size range (see, for example, Meng and Seinfeld, 1994; John et al., 1990).
However, in locations where particle formation is active, the particle-size distribution can be
shifted toward smaller particle sizei.it is known that most particles were formed
heterogeneously (i.e., in liquid particles), then the particle size is less cadaimet al. (1990)
observed that the droplet mode particles formed in the Los Angeles Basin typically had a mean
size near 0.7 umSulfur particle-size distributions measured in the NGSVS show that droplet
mode particles formed in a relatively clean environment could have a mean size near 0.2-um
diameter (Richards et al., 19913mall particles are formed when only a small amount of
particulate matter is formed in each cloud drdpe effects of water uptake on light extinction
are discussed in Section 8.3.3.

When designing control strategies to improve visibility, it is necessary to estimate the
change in light extinction that would result from a change in the atmospheric composition.

It would be convenient if Equation 8-34 could be used for this calculation.

NO ¢, = ZEJAC (8-34)
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However, as illustrated by the hypothetical curves in Figure 8-14, the light-scattering efficiency
of fine particle species j is typically not a linear function of the species concentration.

Therefore, the value of the light-scattering efficiency for fine particles to be used in

Equation 8-33 to calculate the contribution of species j to light scattering when its concentration
has the value indicated by point a, (shown by the slope of the dashed line through the origin), is
typically different from the value of the light-scattering efficiency of fine particle species j to be
used in Equation 8-34 to calculate the change in the contribution to light scattering when the
concentration is reduced from point a to point b (shown by the slope of the dotted line that
passes through points a and b).

The literature contains data for extinction efficiencies defined both ways, so the reader
should maintain an awareness of this distinctibowenthal et al. (1995) have published an
analysis of the sensitivity of light-extinction efficiencies to the methods and assumptions used in
their calculation and have presented values calculated using different assumptions.

Light-extinction budgets have the objective of estimating the fraction of the total light
extinction contributed by each chemical speci@ecause the chemical species in particles do
not scatter light independently, light-extinction budgets are somewhat arbBatgets can be
calculated from estimated extinction efficiencies and measured species concentrations using
Equation 8-33, but the values obtained depend on the assumption$/ssedtabulations of
light-extinction efficiencies and budgets have been publisBedne of the more recent data and
reviews are in the National Acid Precipitation Assessment Program report (Trijonis et al., 1991),
a separate publication of some of those data (White, 1990), a summary of IMPROVE data
(Malm et al., 1994), and a review of light-extinction calculation methods and the results from

their application to data from recent field studies (Lowenthal et al., 1995).

8.4 INDICATORS OF VISIBILITY AND AIR QUALITY
8.4.1 Introduction

Air quality standards to protect human health designate an indicator, which is the
atmospheric constituent (such ag ®hose concentration is regulatethe standards also

specify a concentration level and a forirhe form specifies such variables as the averaging
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Figure 8-14. Hypothetical curves showing the effect of nonlinearities on the mass-specific
light-scattering efficiency. The bold curve shows the contribution of species j
to the light-scattering coefficient as a function of the concentration of species
J. The slope of the dashed curve gives the mass-specific light-scattering
efficiency to be used in Equation 8-33 for the species concentration at point
a. The slope of the dotted curve gives the efficiency to be used in Equation 8-
34 when the species concentration changes from point a to point b.

time and the number of times the average concentration may exceed the concentration level of
the standard in a specified length of timedicators are selected on the basis of their linkage to
the human health of populations, and the levels are set based on data for the health of classes of
sensitive individuals.

A similar approach is also useful when considering visibility standards; some property of
the atmosphere related to visibility must be selected as an indi€atctors which may be

considered in making this selection include (1) the linkage between the indicator and
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visibility, (2) the cost and feasibility of monitoring the indicator to determine compliance with

the standard as well as progress toward achieving the standard, (3) the nature and severity of the
interferences inherent in the available monitoring methods, (4) the relationship between the
visibility indicator and indicators for other air quality standards, and (5) the usefulness of
monitoring data in analyses which have the purpose of determining the optimum control
measures to achieve the standard.

Even though contrast and contrast transmittance provide numerical scales that can be used
to quantify visibility, they are not suitable indicators of visibility for regulation of visibility
protection based on air quality/isibility is strongly affected by the illumination of the sight
path, which is largely determined by natural processes that are not subject to regulation.
Visibility is also affected by meteorological conditions, such as very high humidity,
precipitation, and fog, which are also not subject to regulatamthermore, the derivations
presented above show that complex calculations are required to relate contrast and contrast
transmittance to air quality.

A secondary standard to protect visibility has the objective of setting an air quality
standard that ensures visibility protectiorherefore, it is appropriate to select an indicator more
closely linked to air quality than to visibilityln this case, the indicator would not be closely
linked to the visibility along a specific sight path at a specific tilnstead, the indicator would
be linked to the distribution of visibilities observed as a function of the value of the indicator.

The level of the standard could be set to protect sensitive views under specified illumination
conditions. This relationship between the indicator and visibility is similar to that for standards
set to protect human health.

The following sections discuss parameters that could be used as indicators for regulation of
visibility protection based on air quality.

8.4.2 Visual Range from Human Observation

The use of visual range from human observation as an indicator of visibility is listed here
for historical reasonsThe National Weather Service is discontinuing the observations at
airports, so the number of locations at which observations are being made is now declining

rapidly. In 1989, the California Air Resources Board changed the standard for visibility
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reducing particles, replacing the observation of visual range with an instrumental measurement
(VanCuren, 1989a,b).

There is a long history of recording the most distant target that can be perceived, or
alternatively, whether or not a distant target can be perceadexample, Husar et al. (1981)
cited data from visibility observations at the Blue Hill Observatory in Massachusetts that
extended from the 1880s to the 19508iring recent decades, visibility at all major airports
throughout the United States has been recorded hourly during the daytime by human
observation.These data have been used to determine visibility trends in the United States as
well as the spatial distribution of current visibility conditions (see, for example, Trijonis et al.,
1991; Husar and Wilson, 1993No other visibility measurement provides an historical record
for the United States of comparable usefulness.

The advantages of human observations of visibility &t¢they provide a direct measure
of the visibility as defined in Section 8.1.2, (2) no special equipment is required, and (3)
manpower requirements are minimal if an observer is already present for other r&dsons.
disadvantages ar€1) the results depend on the observer and the available visibility targets, and
(2) in general, the data are poorly related to air quakitywever, the linkage to air quality can
be improved by using only midday observations not influenced by meteorological effects such as
fog, precipitation, or very high humidities.

Middleton (1952) reports data from experiments in which photometric measurements were
made in parallel with routine visibility observationBhere was a wide range in the measured
contrasts of the targets selected by the observers to indicate the visualllaege data

document only one source of uncertainty in human observations.

8.4.3 Light-Extinction Coefficient

The light-extinction coefficient is the parameter most frequently used by the air quality
community to characterize visibility because it is closely linked to air qudlite. advantages of
using the light-extinction coefficient are that it is: (1) an intensive property of the atmosphere
(i.e., a property of an element of volume of the atmosphere), (2) closely linked to air quality, (3)
can be directly measured by a commercially available instrument, and (4) is a key input for the

radiative transfer calculations needed to calculate the visibility.
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The light-extinction coefficient can be directly measured by a transmissometer (Molenar et
al., 1990, 1992) or it can be estimated by measuring the components of light extinction listed in
Equation 8-4 (dry scattering and absorption, or ambient scattering and absorption) and
calculating the sum (see, for example, Malm et al., 1994; Richards, TH9&)e are several key
disadvantages of using the transmissometer to monitor the light extinction coeffidiese
disadvantages includ€1) transmissometer measurements respond to meteorological effects
such as fog and precipitation, and (2) the commercially available transmissometer is difficult to
calibrate and maintainf-or example, the optical windows need to be cleaned frequdnitya
further disadvantage of transmissometer measurements that the measurement error is large
compared to the effects of air pollution when the atmosphere is very clear.

The effects of meteorological conditions on light extinction can be very great; they
frequently completely obscure the sight paithapplications such as airport runway control,
where visibility is the prime concern, it is appropriate to include these effects in the monitoring
data. However, when the effect of air quality on visibility is the prime concern, it is important to
remove meteorological effects from the monitoring ddtais is recognized by the IMPROVE
protocols for processing transmissometer ddaasurements made at relative humidities above
90% are flagged because they may be affected by meteorological effects such as fog, clouds, or
precipitation (Blandford, 1994)lt is standard practice to exclude these data from statistical
summaries (Mercer, 1994However, it is nearly impossible to remove these effects to a
satisfactory degree because it is nearly impossible to distinguish between snow flurries or rain
showers on the one hand or puffs of haze on the o8drjective judgement enters into the
flagging of transmissometer datBurthermore, particle formation is often enhanced at high
humidity, so failing to collect visibility-related air quality data at high humidities is a significant
omission (Richards, 1994).

The value of the light-extinction coefficient calculated from the sum of its components
listed in Equation 8-4 could be used in place of transmissometer measurements as an indicator of
visibility. In this case, it is an option to exclude the contribution of gases to the light-extinction
coefficient and to include only the contribution of particleght scattering by gases can be
omitted because it is nearly constant and cannot be reguldtgd.absorption by gases can be

omitted because it is primarily due to N@hose concentrations
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are (1) already subject to regulation, and (2) typically too small outside urban areas to have a
significant effect on visibility.If such calculations use the ambient scattering, the light-
extinction coefficient, as is the case with transmissometer measurements, will be strongly
dependent upon the relative humidity and so will not be a good indicator of air qifatits.air
sample is dried the light-extinction coefficient will be a better indicator of air quality but a
poorer indicator of visibility.

In 1989, the California Air Resources Board adopted a standard for visibility reducing
particles that is calculated from the sum of the light-scattering coefficient for particles and the
light-absorption coefficient for particledight scattering by particles is measured by a heated,
enclosed integrating nephelometer (see Section 8.4.5) and light absorption by particles is

measured with a tape sampler (VanCuren, 1989a,b).

8.4.4 Parameters Calculated From the Light-Extinction Coefficient
8.4.4.1 Visual Range

The visual range can be calculated from a measurement of the light-extinction coefficient
at a point by assuming (1) that the atmosphere and the illumination over the sight path is
uniform and (2) the threshold contrast is 2¥hen, for a black target, the left side of Equation

8-31 has the value -0.02 and Equation 8-9 can be used to obtain

VisualRange=3.91/c,,, (8-35)

which is known as the Koschmieder equatidihis equation is useful when the value of the
light-extinction coefficient is large enough that the visual range is small enough for the
assumptions to be validlhe assumptions are quite questionable for visual ranges larger than 10
to 20 km, and invalid for visual ranges greater than about 100 km (see Section 8.2.1).

In addition, the use of visual range calculated from a point measurement of the light-
extinction coefficient is useful as an indicator of visibility related to air qualitgioes,
however, have the same disadvantages as associated with the use of transmissometer

measurements of light-extinction coefficients listed in Section 8.4.3.
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8.4.4.2 Deciview Haze Index
The deciview haze index, dv, was proposed by Pitchford and Malm (1994) to provide an
indicator of haze that is scaled to correspond to the properties of human \tissocalculated

from the light-extinction coefficient for green light by the equation

dv =10109,,(o,,,/10 Mm 1) (8-36)

ext

This index has a value of zero, approximately 10" Minsea level, where the light-extinction
coefficient has the value for particle-free air (see Equation 8-5) and increases by one unit for
each 10% increase in the value of the light-extinction coeffici€ngé logarithmic scaling is
similar to that of the decibel scale, which is also related to human perception.

As described in Section 8.2.8 and the above sections, the light-extinction coefficient is
closely linked to air qualityTherefore, the deciview haze index is similarly a measure of haze,
and is closely related to air qualitfhe scale at the top of Figure 8-7 indicates that for a given
sight path, the deciview haze index is linked to the visibility only in the range of light-extinction
values that correspond to sight path transmittances between roughly 20 an@@&@8%de this
range, changes in the deciview haze index have a greatly decreased effect on visdility.
example, increases in the deciview haze index will not change the appearance of features that are
already completely obscured by haze.

The deciview haze index is well suited for presenting data for spatial and temporal trends
of haze. It is not influenced by the many factors unrelated to air quality that affect visibility, and
it is scaled to approximately linearize the relationship between human perception and the haze
index. However, its use as an indicator of visibility has the disadvantages associated with the

use of transmissometer measurements of light-extinction coefficients listed in Section 8.4.3.
8.4.5 Light-Scattering Coefficient Due to Particles

There are several advantages to using the light-scattering coefficient for particles as an

indicator of visibility effects.They include: (1) it is the component of the light-extinction
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coefficient primarily responsible for visibility impairment; (2) it is closely linked to fine particle
concentrations; (3) a number of monitoring methods and commercial instruments are available;
(4) the cost of implementing the monitoring methods and maintaining measurement instruments
is competitive with those for other indicators; (5) accurate instrument calibration methods are
available; (6) interferences can be reduced to an acceptable level and are as well understood as
for any other indicator; (7) it is typically measured continuously; and (8) commercial
instruments are available that are either designed to include or designed to exclude
meteorological effects.

There is a linkage between the light-scattering coefficient for particles and visibility
because the dominant cause of visibility impairment is light scattering by parfi¢les.
components of the light-extinction coefficient other than the coefficient for light scattering by
particles are the coefficient for light scattering by gases, which is nearly constant, and the
coefficient for light absorption by gases and particlaght absorption does not contribute to
the path radiance, and under some circumstances, decreases it significlaatgfore, under
some lighting conditions, light absorption does not degrade visibility as effectively as does light
scattering.In extreme cases, the addition of absorption to the sight path has no effect on
visibility (e.g., sun glasses), or can even increase the apparent contrast of bright objects viewed
against the horizon sky by darkening the background sky and thereby increasing the initial
contrast (Dessens, 1944; Middleton, 1952 the other hand, increasing the light-scattering
coefficient for particles always decreases the transmitted radiance and increases the path
radiance, so it always impairs visibility, which depends on the competition between the
transmitted radiance and path radiangewever, athough the light-absorption coefficient is not
significant to visibility impairment for every scene as is the light-scattering coefficient, the light-
absorption component of the light-extinction coefficient is important in overall visibility
impairment.

The available monitoring instruments include: (1) the enclosed integrating nephelometer
(Ahlquist and Charlson, 1967)2) the open integrating nephelometer (Molenar et al., 1992),
and (3) forward scatter visibility monitors (see, for example, National Oceanic and Atmospheric
Administration, 1992).The enclosed nephelometer can be fitted with a size-selective inlet,
which excludes the large particles that cause meteorological interferences and provides control

over the particle-size fraction that is sampled (White et al., 1994; Richards,
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1994). Enclosed nephelometers that use an incandescent lamp heat the sample a few degrees,
but this heating can be less thaClin nephelometers that use a flashlarBample heating

reduces the RH of the sample air, which causes absorbed water to evaporate from particles in the
sample chamber.

The California Air Resources Board Method V for monitoring ambient concentrations of
visibility-reducing particles uses an enclosed nephelometer that is deliberately heated to
minimize the effects of high humidities on the monitoring data (VanCuren, 1989a, 1986%).
drying of the aerosol particles is similar to the drying which occurs when filter samples are
conditioned to a standard humidity before being weighed in the laboratory.

Open nephelometers were designed to reduce the heating of the sample to a fraction of a
degree, and to admit a broad range of particle sizes (Molenar et al., T9@2¢fore, open
nephelometers respond to meteorological effects such as fog and Bnewstandard
IMPROVE protocol flags open nephelometer data influenced by meteorological effects and
excludes them from some the statistical presentations of the data (Cismoski, TH894).
difficulties associated with this data flagging are the same as those for flagging light-extinction
coefficient data listed in Section 8.4.3.

Forward scatter meters have been selected by the National Weather Service to replace
human observers for visibility measurements at airports (National Oceanic and Atmospheric
Administration, 1992).The sample volume is in the open air, so the instrument responds to
meteorological effects as well as air quality effedthis instrument is significant because it is
in use at approximately 600 locations as of the end of 1995, and additional installations are
planned.Data from this instrument have the potential to provide a database for the evaluation of
spatial and temporal trends in the light-scattering coefficient for particles that is more useful than
the historical records of visual range at airpoH®wever, this will require a change in the way
data are archived by the National Weather Service because current practice is to report all
visibilities greater than 10 mi in one bin.

The cost of most instruments to measure the light-scattering coefficient for particles is in
the range of typical monitoring instrumeniBhey operate for long periods of time unattended,
but do require routine lamp replacement and occasional cleaning.

Integrating nephelometers can be accurately calibrated with gases of varying scattering
coefficients (see, for example, Bodhaine, 1979; Ruby and Waggoner, T98e
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calibrations are applicable to the measurement of light scattering by fine pafelemuise

integrating nephelometers are blind to light scattered near O and 180 degrees, their response to
particles in the 2.5- to 15-um-diameter range is roughly half the correct value (White et al.,
1994). This property of nephelometers, known as the truncation error, has been quantified
(Ensor and Waggoner, 1970; Heintzenberg and Quenzel, 1973; Heintzenberg, 1978; Hasan and
Lewis, 1983; White et al., 1994).

The measurement of the light-scattering coefficient has the potential to be an indicator for
health effects as well as visibility effect&nclosed nephelometer readings are highly correlated
with the mass of fine particles collected on a filter (see, for example, Waggoner et al., 1981).
The correlation between nephelometer readings and the mass concentration of fine particles is
improved by using the same size selective inlet on both the nephelometer and filter sampler
(White et al., 1994) Filter samples are typically equilibrated to a standard RH before being
weighed. The correlation between nephelometer readings and mass concentrations measured by
filter can be improved minimizing the occurrence of high RH in the nephelometer scattering
chamber.This can be accomplished by heating the sample air a few degrees, as in the California
Air Resources Board Method V (VanCuren, 1989a,b) or by passing the air sample through a
dryer that removes wateHeating the air sample has the potential to volatilize particulate

species other than water.

8.4.6 Contrast of Terrain Features

Data for the contrast of terrain features provides a direct measure of the visibility.

In current practice, the contrasts of features in a scene are most commonly monitored
photographically and determined by film densitometry (Johnson et al., 1985).

Because of the close relationship to visibility, contrast measurements were used by the
National Park Service when instrumental visibility monitoring in Class | areas began in the late
1970s (Malm, 1979)A teleradiometer was used to measure the contrast of a distant terrain
feature against the horizon sky.

When contrasts and background radiances are measured at both ends of the sight path,
Equations 8-26 and 8-9 can be used to accurately determine the average light-extinction
coefficient of the atmosphere in the sight paflhese measurements are rarely mdte more

common to assume that the background radiances are equal at each end of the sight
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path (Malm, 1979) to estimate the initial contrast (Malm et al., 1982) and to calculate the
average light-extinction coefficient from Equations 8-30 and 8®&lues of the light-extinction
coefficient calculated by this method have been found to be unreliable (White and Macias,
1987). For this reason, the National Park Service has discontinued making instrumental contrast
measurements in favor of the direct measurement of the light-extinction coefficient or the light-
extinction coefficient due to particles.

The contrast monitoring data provide a direct measure of the visibility, which is affected
by many factors other than the air quality (see Section 8.3&jtions 8.2.5 through 8.2.8
provide the methods for calculating contrasts and contrast transmittances from air quality data.
It is expected that improvements in these calculation methods will lead to, increasing emphasis
on the contrasts of terrain features and contrast transmittances for specific sight paths as
measures of visibility.The calculation methods presented in this chapter can be used to
calculate contrasts of terrain features when the air quality and land-use data are available and the

skies are either reasonably free of clouds or are uniformly overcast.

8.4.7 Particulate Matter Concentrations

The fine-particle concentration could be used as an indicator of visibility because (1) the
data cited below show that the coefficient for light-scattering by particles is closely linked to the
mass concentration of fine particles, and (2) the coefficient for light-scattering by particles is the
component of light extinction primarily responsible for visibility impairmertiis alternative
would be attractive if fine particle concentrations were monitored to determine compliance with
a primary air quality standard because no additional monitoring would be required to determine
compliance with a visibility standardlhe calculation methods presented in Sections 8.2 and 8.3
could be used to relate the visibility (as measured by contrast and contrast transmittance) to the
fine-particle concentration for purposes of evaluating various options for the level and form of a
fine-particle standard designed to protect visibility.

A number of studies report data for the relationship between the coefficient for light-
scattering by particles (as measured by an integrating nephelometer) and the fine-particle

concentration.Most of these studies report correlation coefficients of 0.9 or grelagety
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results were reported by Waggoner and Weiss (1980), who measured correlation coefficients
greater than 0.95 at Mesa Verde, CO, and at industrial, residential, and rural sites in the Pacific
Northwest. The nephelometer measurements were made using an enclosed nephelometer
without a size selective inlet and with some sample heating caused by theDengtomous
samplers with a 3m cutpoint were used to collect fine particles on teflon or Nuclepore
substratesNo special precautions were taken in the filter sampling to prevent the evaporation or
collection of semi-volatile specie§.he mass-specific light-scattering efficiencies determined

from regression analysis of the data from each of the five sites ranged from 2.9 fg3.2 m

These data were also reported by Waggoner et al. (1981).

The results of Koenig et al. (1993) are of interest because pulmonary function changes in
children were associated with integrating nephelometer readings in Seattlel M¢Atudies
were conducted during two winter heating seasons in areas affected by wood Shwkear
following these studies, PMsamples collected at pre-set time intervals over 1-week periods
from January 17 to December 12, 1991, were compared with integrating nephelometer
measurements averaged over the sample collection tiReggession analysis gave a mass-
specific light-scattering efficiency of 4.9°fg, which is larger than typically observed, and a
regression coefficient of 0.97.

The results of White et al. (1994) are of interest because size-selective inlets with cutpoints
of 2.5 and 1%:m were used on both the integrating nephelometer and the filter sapler.
the previous studies, the nephelometer sample chamber was heated by thEharsgmples
were collected in a desert climate in northern ArizoAa.described in Section 8.3.2, the mass-
specific light-scattering efficiency of particles that pass the:thTutpoint at two sites was 2.8
and 3.1 rig and the correlation coefficients were 0.86 and 0.84.

Integrating nephelometer readings are not as well correlated with total suspended
particulate concentrations (Waggoner et al., 1981) or with particle concentrations measured with
a 15um cutpoint (White et al., 1994)The reasons are (1) fine particles have mass-specific
light-scattering efficiencies 5 to 10 times greater than the efficiencies of coarse particles, (2) the
integrating nephelometer responds to roughly half the light scattered by coarse particles (White
et al., 1994), and (3) the relative amounts of coarse and fine particles in the atmosphere are

typically quite variable.Therefore, the coefficient for light-scattering
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by particles is much less closely linked to the, Pddncentration than to the fine-particle
concentration, making P)Mless satisfactory as an indicator of visibility than the fine-particle

concentration.

8.4.8 Measures of Discoloration

The 1977 Clean Air Act Amendments define visibility impairment as a reduction in the
visual range or atmospheric discoloratiddolor calculations have been included in plume
visibility models (see, for example, Latimer et al., 1978), and quantitative color measurements
have been made for urban hazes (e.g., Waggoner et al., 1883)emphasis has been placed
on the color of regional haze brief review of methods for specifying the colors of hazes
appears in the National Acid Precipitation Assessment Program report on visibility (Trijonis et
al., 1991).

For plume visibility analyses, the most commonly used parameter is the color difference
AE(L*a*b*) between the apparent spectral radiances for a sight path with and without the
plume. The equations for calculating this parameter are presented in an EPA workbook (U.S.
Environmental Protection Agency, 1988).is the intent of these equations to linearize the
human perception of color differences, so color differences with equal vala&glofa*b*) are
equally perceptiblelt was also an intent of these equations to assiy(a*a*b*) value of
unity to color differences that were just perceptible when presented as two, side-by-side, uniform
areas of color that each subtended angles of a few degrees orfoppEume visibility
analyses, the threshold for the perception of color differences is greater than for color patches
separated by a sharp edge because of the diffuse edges of the Iplals® depends on the
apparent angle subtended by the plume, i.e., the apparent width of the plume (U.S.
Environmental Protection Agency, 1988).

The apparent color of an urban or regional haze depends on the element of the scene used
by the human visual system as a reference white (MacAdam, 19&ikgr clouds in the sky
typically have spectra that are strong in the blisuch water clouds are used as the reference
white for color perception, hazes that have a more neutral spectrum (Waggoner et al., 1983) can
appear yellowish or brown by comparisofhus, an analysis of haze colors requires an analysis
of both the spectral radiance of the haze and the spectral radiance of the elements of the scene
used by the observer as the reference white (MacAdam, 1981).
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8.5 VISIBILITY IMPAIRMENT

8.5.1 National Patterns and Trends

National patterns and historical visibility trends are summarized in the National Acid
Precipitation Assessment Program report by Trijonis et al. (1981gy were also reviewed in
the National Research Council report prepared by the Committee on Haze in National Parks and
Wilderness Areas (National Research Council, 198&ta for spatial and temporal patterns of
haze measured by the IMPROVE (Interagency Monitoring of Protected Visual Environments)
protocol in Class | areas, mostly in the western United States, have been summarized by Sisler et
al. (1993) and Malm et al. (1994).

Patterns and trends in visibility are closely linked to patterns and trends in particulate
matter concentrations, which are reviewed in Chapter 6 of this docuBecduse of the close
linkage to data appearing elsewhere in this document and the availability of good, current
reviews in publications of the federal government, the data for visibility patterns and trends are

not summarized again here.

8.5.2 Visibility Monitoring

Visibility observations have long been made as part of weather observegioos.the
advent of aviation, visibility observations have routinely been made at airgdws1977
Amendments to the Clean Air Act generated a need for visibility and air quality monitoring to
determine the visibility conditions in Class | areas and a need to monitor progress toward the
national goal of eliminating man-made air pollution in Class | areas.

A recent report summarizes current visibility monitoring activities (U.S Environmental
Protection Agency, 1995e) he following sections give additional information which

supplements the information in the U.S Environmental Protection Agency report.

8.5.2.1 Point Versus Sight Path Measurements

The monitoring methods used in visibility studies can be divided into point measurements,
which measure properties of the atmosphere at the sampler inlets, and path measurements, which
determine the optical properties of a sight path through the atmosghesedistinction is
blurred only in mobile or airborne sampling, where the sampler inlets can be moved through a

sight path.
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Visibility, by definition, is linked to sight paths and can be quantified only after a sight
path is specified Sight path measurements, such as human observations of the visual range, the
instrumental measurement of the contrast of distant terrain features, or contrasts measured from
photographs provide a direct measure of the visibility.

Most air quality measurements measure the air quality at the sampler Tetss
typically true of trace gas monitors, aerosol filter samplers, and optical monitors such as the
integrating nephelometeSome remote sensing instruments measure air quality parameters,
such as trace gas concentrations or light extinction, for a sight idathever, the sight paths for
these instruments are typically short enough that the measurements are more appropriately
classified as point measurements rather than sight path measurements.

The Optec Transmissometer is an example of a remote sensing instrument that typically
produces data that can be classified as a point measureheecdnserve electric power in
remote locations, the IMPROVE protocol for the transmissometer calls for collecting data for 10
min each hourFor typical wind velocities, the spatial and temporal averaging resulting from a
10-min measurement each hour for a sight path a few kilometers in length is comparable to the
hour-average data continuously measured at a samplerAmegxception to this classification
occurs when the transmissometer sight path is strongly slanted, with the result that different
layers in a stable atmosphere may be sampAedexample is the transmissometer with one end
of the sight path at Hopi Point on the rim of the Grand Canyon and the other end of the sight
path at Indian Gardens within the Canyon.

When air quality measurements made at a point satisfactorily represent the conditions in
the surrounding region, the methods in Section 8.2 can be used to calculate the visibility from
the air quality datalUncertainties in the representativeness of the air quality data should be

evaluated when estimating the uncertainties in the visibility calculations.

8.5.2.2 Instrumental Monitoring Networks

According to present plans, the largest instrumental visibility monitoring network in the
United States will be operated by the National Oceanic and Atmospheric Administration and
cooperating agencies to measure airport visibilitile primary purpose of this network is to
provide real-time data for runway visibility to aid in controlling airport operatidre

visibility measurements are one component of the Automated Surface Observing System
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(ASOS) and are made by the Belfort Visibility Sensor (National Oceanic and Atmospheric
Administration, 1992).This instrument uses a flash lamp to illuminate a volume of open air and
a sensor to measure the scattering of visible light at angles near 40 dédyesgnals from the
visibility sensor have been calibrated by comparison with transmissometer measurements during
episodes of haze, fog, rain, snow, etc., and a calibration curve is used to convert the sensor
readings to units of light extinction and visual rangetween 400 and 600 installations are now
operating.

The IMPROVE is the largest network that includes both visibility and air quality
measurementsMost sites are operated by the National Park Service, but sites are also operated
by the U.S. Forest Service and other agendiega are being collected using the IMPROVE
protocols at more than 40 sites, most of which are in or near federal Class | areas (Malm et al.,
1994; Sisler et al., 1993; U.S. Environmental Protection Agency, 1995e).

The Clean Air Status and Trends Network (CASTNET), which is no longer in operation,
included the CASTNET Visibility Network, which had nine sites, primarily in the eastern United
States (U.S. Environmental Protection Agency, 199%&g California Air Resources Board
operates integrating nephelometers (to measure light scattering by visibility-reducing particles)
at approximately 16 sites and tape samplers (to measure light absorption by particles) at nearly
40 sites (VanCuren, 1989a,d)ata from many of these sites are used when forecasting
agricultural burn daysOther monitoring activities are listed in a recent U.S. Environmental
Protection Agency report (U.S. Environmental Protection Agency, 1995e) and in Tables 8-3 and
8-4 adapted from the National Acid Precipitation Assessment Program report (Trijonis et al.,
1991).

8.5.3 Recent Observations

This section briefly summarizes results presented in selected papers published since the
U.S. Environmental Protection Agency review was prepared (U.S. Environmental Protection
Agency, 1995e).

Vasconcelos et al. (1994) examined data from Subregional Cooperative Electric Utility,
Department of Defense, National Park Service, and EPA Study (SCENES) conducted from 1984

to 1989 in the area surrounding the Grand Canyx®rosol concentrations showed
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TABL E 8-3. LONG-TERM VISIBILITY AND AEROSOL D ATA BASES

Study/Data Base

Analyses of National
Weather Service (NWS)
Airport Visibility Data

Protected Visual
Environments
(IMPROVE)

Eastern Fine Particle
Visibility Network

National Park Service
Network (NPS)

SCENES

Western Regional Air
Quality Study (WRAQS)

Air Sheds Period Type of Datd Purpose of Study Comments References
National and Regimal Networks
Rural and urban 1918 to present Human estimates of prevailingTo assess visibility trends; Quality varies from site to site;  Trijonis (1979,
airports all over the visibility mainly in support of Assessment of the role of natural causes of visibility 1982a,b); Sloane
nation. aircraft operations meterology on visibility impairment (rain, snow, fog) (1982 a,b, 1983);
impairment. included in data. Patterson et al.

(1980); Husar and
Patterson (1984)

Interagency Monitoring of Twenty remote 1987 to present  Aerosol and visibility; PN, To establish baseline values anBmploys "state-of-art" methods  Joseph et al. (1987)
locations nationwide, and fine particle masg-ine identify existing impairment in for long term routine monitoring.  Sisler et al. (1993)
though primarily in the particle elements, ions, organieisibility protected federal ClassOperated jointly by U.S. EPA four Malm et al. (1994)
West. and light absorbing carbon. | areas. federal land managers.

O O » aNdog and

photography.
Five eastern rural 1988-89 five sites;Aerosol and visibility; fine A research monitoring programAn U.S. EPA operated network. Handler (1989)
locations. after 1989 two  particle elements organic and to provide information needed t8ites are collocated with other air

sites soot carbon.o,,, o, ando,,  quality support development of monitoring programs.

and photography. secondary fine particle standard.
About 37 remote 1987 to present  Aerosol & visibility; 17 sites  To document visibility and Represents the longest period of Joseph et al. (1987)
locations nationwide, Seventeen sites operated with IMPROVE aerosol levels and to identify  record for visibility and aerosol
though primarily in the started in 1987. measurementsOther have sources of visibility impairment monitoring at remote locations.
west. some subset of the IMPROVEmeasurements in NPS.

measurements.
Eleven rural and remotd.984-1989 Aerosol and visibility; PN, To document levels and causesThis cooperative research progranvicDade and
southwestern locations. and fine particle mass, of visibility impairment in included several intensive and ~ Tombach (1987)

elements, organic and light  northern Arizona and southern special studiesAn ambitious

carbon at most sitesr,, oro,, Utah. quality assurance protocol

ando, and photography at identified many monitoring method

most sites. difficulties which new techniques

ultimately solved.

Eleven nonurban 1981-1982 Aerosol and visibility; PN, To document bacground levels Represents the highest times Macias et al. (1987)
locations in the western and fine particle mass, of visibility and related aerosolsresolution for routinely collected
u.s. elements, ion. organic and elemental carbon. filter samples (two four-hour

o,ando, observed visual samples each day).
range and photography.




TABLE 8-3 (cont'd). LONG-TERM VISIBILITY AND AEROSO L DATA BASES
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Study/Data Base Air Sheds Period Type of Datd Purpose of Study Comments References
National Air Surveillance Urban & rural areas of 1975 to present Aerosol only; TSP ions, and Air quality monitoring. No size-fractioned data; Shah et al. (1986)
Network (NASH) u.s. some elements. collected only once every six Mueller and Hidy

days; artifact on filter possible. (1983)

Inhalable Particle NetworlJrban and rural areas June 1979 to Aerosol only; fine and coarse Characterize inhalable particlesDiscrepancy exists between  Pace et al. (1981)
(IP Network) of U.S. Evans (84) present aerosol mass, PMmass, PM,; and IP mass (sum of fine Watson et al. (1981)
Rodes and Evans (85) elements, and ions (every and coarse)Screening of the
fourth sample). data required to remove invalid

data points (~25%).

Sulfate Regional Nonurban areas of 1977-1978 Aerosol only; TSP, fine and  Sulfate characterization pollutar@lass | sites operated for 18  Mueller and Hidy
Experiment (SURE) eastern U.S. (9 Class | coarse aerosol mass, ions andgsource characterization months continuously; Class Il (1983)

sites and 45 Class Il elements. sites operated for one month

sites) every season for a total of six.
Eastern Regional Air Nine nonurban areas inl978-1979 Aerosol and visibility; TSP,  To characterize visibility (at twoThe only long-term instrumentaMueller and Watson
Quality Studies (ERAQS) northeastern U.S. SURE fine and coarse aerosol mass,sites only) and air quality in the visibility data set generated in (1982)

Class | sites. ions, elementsy ando, 0., northeastern U.S. region. the eastern U.SVisibility Tombach and Allard

and photography. monitored only at 2 sites; (1983)

intercomparison of visibility
measurement methods made.

Ohio River Valley Study Three rural sites in May 1980-August Aerosol only; fine and coarse Characterization of fine and  Portion of aerosol composition Shaw and Paur (1983)
Ohio River Valley. 1981 aerosol mass and elements. coarse aerosols in the region. was not accounted for due to
limitations in XRF analysis used.
A long-term daily monitoring of
aerosol in rural areas of the Ohio

River Valley.
Harvard School of Public Portage, WI; Topeka, Spring 1979 Aerosol and visibility; fine and Mass and elemental Portion of aerosol composition Spengler and Thurston
Health's Six Cities Study KS; Kingston, TN; coarse aerosol mass, elementsharacterization of aerosol and was not accounted for due to  (1983)
Watertown, MA; SO;7, o andoy, their temporal variations to limitations in XRF analysis used.

St. Louis, MO; assess health effects of air
Steubenville, OH pollution.
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TABLE 8-3 (cont'd). LONG-TERM VISIBILITY AND AEROSOL DA TA BASES

Study/Data Base Air Sheds Period Type of Data Purpose of Study Comments References
RESOLVE Seven remote sites in1983-1985 Aerosol and visibility; PN, and fine  To document levels and identify DOD sponsored study to Blumenthal et al.
the California Mojave particle mass, elements, organic and causes of visibility impairment in provide information (1987)
Desert elemental carbory,,, o,,ando,, o,,  the R-2508 military air space. needed to limit future
ando,, and photography. additional degradation of

military testing by
visibility impairment.

Single Air Shed Studies

Great Smoky Mountain Great Smoky 1980-1983 Aerosol and visibility; fine and coarseCharacterize visibility and aerosolBecause of instrument  Valente and
National Park Visibility Mountain National aerosol mass and elementg;ando, problems, teleradiometer Reisinger (1983)
and Air Quality Study  Park ando,,, photography. data were lostTotal Reisinger and
(TVA) particulate matter mass Valente (1984,

only estimated in some  1985)
cases.PIXE analysis

could not provide some

major elemental data.

Regional Air Pollution 100 km region around1974-1977 Aerosol only; fine and coarse mass, Develop and evaluate regional airComparison of Hi-Vol andJaklevic et al. (1981)

Study (RAPS) St. Louis, MO SO,”, elements. quality models. dichotomous samplers. Altshuller (1982,
1985)

Portland Aerosol Two rural and four  July 1977-April Visibility and aerosol; fine and coarseAerosol characterization source Significant role of Copper and Watson

Characterization Study urban areas in 1978 mass, TSP, ions, elementg,ando,.  apportionment. carbonaceous aerosols (1979)

(PACS) Portland, OR recorded. Shah et al. (1984)

4isibility data include light scattering and light extinction measurements using integrating nephelometer, teleradiometass,azahhuman observers.

Adapted from:Trijonis et al. (1991).
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TABLE 8-4. SHORT-TERM INTENSIVE VISIBILITY AND AEROSO L STUDIES

Study/Data Base Air Sheds

Period Type of Data Purpose of Study Comments References

Rural Studies

Allegheny Mountain Studies Rural Allegheny
Mountain site

Shenandoah Valley Studies Rural Shenandoah

24 July-11 Aug 1977  Visibility and aerosol; TSP,  Characterization of visibility andrilter artifact investigated; Pierson et al.
and Aug 1993 fine and coarse aerosol mass,SO,” in the region. no size fractionated data in (1980a,b)
ions, elementsy,, ando,, 1977.

15 July - 15 Aug 1980 Visibility and aerosol; fine and To characterize visibility and  Since three different groupsStevens et al. (1984)

Valley coarse aerosol mass, ions, aerosol in the rural eastern U.Sperformed the study, Weiss et al. (1982)
elementsg,,, human estimates intercomparability of data Ferman et al. (1981)
of visibility. possible. Wolff et al. (1983)
Great Smoky Mountain Great Smoky Mountain20-26 Sept 1978 Aerosol and gaseous Characterize aerosol in a rural Comparison of day and Stevens et al. (1980)
Study (EPA) National Park pollutants; fine and coarse  area. night aerosol data made.

Research Triangle Park Rural Research
Visibility Study Triangle Park, NC

Louisiana Gulf Coast Study Gulf Coast

Atlantic Coastal Study Lewes, DE

Pacific Northwest Regional Twenty-six rural and

Aerosol Mass Apportionmentemote locations in

(PANORAMAS) Washington, Oregon,
and ldaho

aerosol mass and elements.

8 June - 3 Aug 1979  Visibility and aerosol; fine and Characterize visibility and Comparison of different  Dzubay and Clubb
coarse aerosol mass, elementagrosol in the region. visibility measurement (1981)
O andog, ando, methods studies.

8 Aug - 7 Sept 1979  Visibility and aerosol; fine andInvestigation of sources of,O  Calibration errors of MRI ~ Wolff et al. (1982)

coarse aerosol mass, ions, and haze. 1550 integrating
elementsg, ando, nephelometer applied to
data.
1-31 Aug 82, 25 Jan - Visibility and aerosol; fine and Air quality and sources of haze. Wolff et al. (1985a)
28 Feb 1983 coarse aerosol mass and

chemistryo, ando,

May - Nov 1984 Visibility and aerosol; fine To document the levels and  This cooperative monitoringCore et al. (1987)
particle mass, elements, and sources of summer visibility ~ program identified smoke as
ioNs. 04, 0, 0,y and impairment in the Northwest. a major contributor to

photography. visibility impairment.
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TABLE 8-4 (cont'd). SHORT-TERM INTENSIVE VISIBILITY AND AEROSOL STUDIE S

Study/Data Base

Air Sheds

Period

Type of Dat&4 Purpose of Study

Comments References

Rural Studies

California Aerosol
Characterization Study
(ACHEX)

Denver Winter Haze
Study |

Denver Winter Haze
Study I

Metro Denver Brown
Cloud Study

Detroit Visibility Study

Houston Visibility Study

CARB Los Angeles BasinLos Angeles Basin

Study

Fourteen southern July- Nov 72, July Aerosol and visibility TSP, fineCharacterization of urban

California cities

Denver, CO

Denver, CO

Denver, CO

Urban Detroit, Ml

Houston, TX

-Oct 73

Nov - Dec 78

Jan1982

Nov 1987 - Jan
1988

15-21July 1981

11-19 Sept 1980

Aug 1992

and coarse aerosol mass, iongerosols in California.
elementsg ando,

Visibility and aerosol; fine andInvestigation of sources of
coarse aerosol mass, ions, Denver haze.

elementsg ando,, ando,,.

Visibility and aerosol; fine and Investigation of sources of
coarse aerosol mass, ions, Denver haze.

elementsg, ando,

Visibility and aerosol; fine Investigate the sources of
particle elements ions, organienver haze.

and light absorbing carboun,,,

og,ando, o, ando,, and

photography.

ag'

Aerosol and visibility; fine and Identification of chemical
coarse aerosol, ions, elements;omponents of TSP.
og,ando,

Visibility and aerosol; fine and Characterization of visibility andComparison of day and night

coarse aerosol, ions, elementserosol.
og,ando, ando,,.

Visibility and aerosol; fine andCharacterize visibility and
coarse aerosol mass, ions, anderosol in the basin.

o, ando_.

The most complete classic Hidy et al. (1975)
aerosol experimentNew Hidy et al. (1980)
methods sampling and analysisCharlson et al. (1972)
tested.

Role of local sources and the Countess et al. (1980, 1981)

significant role of carbon in the Wolff et al. (1981)

air documented. Groblicki et al. (1981)
Heisler et al. (1980a,b)

Role of local sources and the Lewis and Stevens (1983)
significant role of carbon in the Hasan and Dzubay (1987)
air documented.

Comprehensive spatial and ~ Watson et al. (1988)
temporal measurements included

fuel switching to see effects of

source modulation.

Data from a major industrial andVolff et al. (1982, 1985b)
urban areas. Sloane and Wolff (1984,
1985)

Dzubay et al. (1982)
aerosols and different visibility
measurement devices made.

Significant roles of NQ and Appel et al. (1983)
organics shown; the importance
of filter artifacts reported.
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TABLE 8-4 (cont'd). SHORT-TERM INTENSIV E VISIBILITY AND AEROSOL STUDIE S

Study/Data Base Air Sheds Period Type of Datd Purpose of Study Comments References
Northern New Jersey Air Newark, NJ Winter 1982-1983 Aerosol only. Inhalation toxicology studies. Urban contributions of Lioy et al. (1983, 1985)
Pollution Study Elizabeth, NJ carbonaceous particles to air

Camden, NJ pollution episodes.

Ringwood, NJ
Willamette Valley Field andWillamette Valley, OR Summer 1978  Aerosol; fine and coarse massissessment of field and slash Significant role of Lyons and Tombach
Slash Burning Study TSP, elements (carbon), ions burning on air quality. carbonaceous particles in finél979)

aerosol demonstrated.

San Joaquin Valley AerosoSan Joaquin Valley, CANov-Dec 78, Jul Aerosol only; fine and coarse Characterize ambient aerosols Heisler and Baskett
Study and Sept. 79 mass, ions. termittent data sets. (1981)

Southern California Air Los Angeles Basin June-Sepemter Meteorological air quality dataCharacterization of air quality, Comprehensive data base fotawson (1990)
Quality Study (SCAQS) and December  to address Qand aerosol including aerosol and visibility O, and aerosol analyses.  Air and Waste
1987 formation. in the basin. Management (1993)

isibility data include light scattering and light extinction measurements using integrating nephelometer, teleradiometass,ararhuman observers.

Adapted from: Trijonis et al. (1991).



substantial seasonal variation but little systematic diurnal variafierosol composition, but
not total concentration, depended strongly on ambient relative humidity, with crustal materials
augmented at low humidities and sulfates augmented at high humidig&s.fine-particle
concentrations showed the expected strong correlation with light scattering, but the aerosol
composition was essentially the same on clear days and hazy days.

Saxena et al. (1995) analyzed data for particle growth as a function of RH and patrticle
composition to evaluate the effect of organic compounds on water uftagg.analyzed the
data from which the examples in Figure 8-13 were taKdrey compared the observed water
content with the water content expected to be associated with the inorganic fraction, and found
that the aggregate hygroscopic properties of inorganic particlesaitered substantially when
organic compounds are also preserte alterations can be positive or negatiker the
nonurban location near the Grand Canyon, organics enhance water absorption by indiganics.
the RH range of 80 to 88%, organics account for 25 to 40% of the total water uptake, on
average.For the urban location in the Los Angeles Basin, the net effect of organics is to
diminish water absorption of the inorganics by 25 to 35% in the RH range of 83 to 95%.

8.6 VISIBILITY MODELING

Three types of models are discussed in this secpaurme models; regional haze models;
and models for photographic representation of h&#eme visibility models and regional haze
models are source models which simulate the transport, dispersion, and transformation of
chemical species in the atmosphelffume models use the resulting air quality data to calculate
the values of parameters related to human perception, such as contrast and color difference.
Regional haze models currently calculate aerosol species concentrations and the light-extinction
coefficient. Models for the photographic representation of haze use air quality data as an input,
and perform the optical calculations required to create images that represent the visual effects of

the air quality.
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8.6.1 Plume Visibility Models
As part of the 1977 amendments of the Clean Air Act (Section 169A to Part C) of Title 1),

the U.S. Environmental Protection Agency sponsored the development of the plume visibility
model (PLUVUE) to be used during the preparation of a permit application to determine
whether or not a proposed new facility would cause visibility impairment in a class | area
(Latimer et al., 1978; Johnson et al., 1980; White et al., 1985)me visibility models estimate

the value of optical parameters related to human perception, such as contrast and color
differences.The calculated values for these parameters are then compared with perception
thresholds to determine whether or not the plume would be perceptible in each simulated case
(U.S. Environmental Protection Agency, 1988; Latimer, 1988).

Other plume visibility models have been developed by the Los Alamos National
Laboratory (Williams et al., 1980, 1981), Environmental Research and Technology, Inc. (Drivas
et al., 1981), and the University of Washington (Eltgroth and Hobbs, 18deljtional citations
for these models and a comparison of results from PLUVUE and the other models with
experimental data have been reported by White et al. (198&) PLUVUE model (PLUVUE 1)
has been refined, now known as PLUVUE Il (Seigneur et al., 1983; Seigneur et al., 1984) and
has been evaluated (White et al., 1986).

To minimize the cost of visibility analyses in cases where a full plume visibility analysis is
not necessary, the U.S. Environmental Protection Agency sponsored the development of a
visibility screening model, VISCREEN (U.S. Environmental Protection Agency, 1988gn
used for Level-1 analyses, default values are used for most input data to evaluate the visibility
effects of a worst case scenarlbnecessary, a Level-2 analysis is performed with more realistic
values for the input datdf these screening analyses indicate a potential for visible effects, a full
Level-3 analysis must be performed with a plume visibility model.

It is anticipated that an improved version of the PLUVUE Il plume visibility maud|
be available on the U.S. Environmental Protection Agency's Support Center for Regulatory Air
Models bulletin board in 1995.
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8.6.2 Regional Haze Models
The primary sources of anthropogenically induced, regional visibility degradation (also
referred to as regional haze) measured as light extinction, are fine particles in the atmdsphere.
the eastern United States, these anthropogenic particles are composed primarily of sulfate
compounds, organic compounds, and to a much lesser extent nitrate compihasisare
important constituents in other areas of the United States as well; their relative importance,
however, changed-or example, in some areas of the Pacific Northwest, organic aerosols are as,
or more, important than sulfate aerosdissome parts of Southern California, nitrate aerosols
are the dominant species.
Sulfate aerosols are mostly formed from,@@®issions, which are predominantly due to
fuel combustion.The sources of organic aerosols can be both natural and anthropogenic.
Organic aerosols may be primary, emitted directly from a source, or secondary products of
chemical reactions which occur in the atmosphere during transport and dispersion downwind
from the sourceThe processes which lead to their formation are not altogether well understood.
For the purposes of calculating regional visibility degradation due to specific sources of air
pollution, the primary focus has been on the contribution to light extinction of fine particles of
sulfate and nitrate compound®nce these particles are formed, their size can change, and thus
their light scattering efficiency, due to changes in the RH of the atmosghesader to account
for the contribution for light extinction of either sulfate or nitrate compounds, the mass of these
constituents and the RH of the atmosphere in which these particles reside must beTKmown.
calculations of the extinction due to primary fine particles are assumed to be non-hygroscopic.
Depending on the modeling situation, regional haze assessment can involve one to several
sources, or it can involve a multitude of sources spanning several Stage8rst situation
(involving isolated source impacts) most often arises within the context of assessing air quality
impacts on Class | wilderness areas, which often involve transport of 50 km orThere.
second situation (involving nationwide or regional impact assessments) most often arises within
the context of assessing the impacts of new or existing air quality regulafioasnodeling
requirements for regional-scale multiple-source haze models are nearly identical to the modeling

requirements for simulations of regional-scale multiple-source fine
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particle impacts.Hence, the Eulerian-based grid models currently under development to support
fine particle impact assessments will be relied upon to provide a means for assessing large-scale
multiple-source haze impactMiddleton (1996) described the findings of such a modeling

effort; the Denver Air Quality Modeling Study (DAQMST.he Denver Air Quality Model was
designed to apportion sources of visibility degradation and to evaluate the benefits of future
emission controls in the Denver Metropolitan aréhe results of the study demonstrated an
association between visibility and air quality issues in the Colorado Front Rang@arts

latter modeling is still under development, the following discussion summarizes recent efforts to
improve the Lagrangian-based modeling products available for characterizing isolated source
impacts involving long-range transport and dispersion.

A requirement of the CAA concerns air pollution impacts of proposed new sources on
federal Class | areas and prevention of significant deteriorafiba.Class | areas (e.g., national
parks, national wilderness areas, and other areas of special national value) are the responsibility
of Federal Land Managerd.he responsibility for prevention of significant deterioration is
shared with U.S. Environmental Protection Agency and the Steltesever, the air quality
assessment for proposed new sources often involves the simulation of air transport and
dispersion over large distances (greater than 50 Kims creates a problem since Lagrangian-
based simulation methods capable of reliably handling the complex transport and dispersive
process unique to such long-range transport assessments have not been developed as yet to a
point where guidance can be offered on how to apply these methods routinely (see section 7.6.2
of the Guideline on Air Quality Modeling, 40 CFR Appendix W to Part 51).

To address the joint responsibilities of various governmental agencies involved, a
memorandum of understanding was established in November 1991 which formed a working
group, known as the Interagency Workgroup for Air Quality Modelifige purpose of the
working group was to foster cooperation among the U.S. Environmental Protection Agency, the
U.S. Forest Service, the Fish and Wildlife Service, the National Park Service, and selected State
representativesThe goal was to foster development of applied mathematical modeling
techniques needed by Federal Land Managers, and others, to make informed
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decisions regarding the protection of federal Class | areas, especially within the context of
assessing individual source impacts.

A two phased approach was devised (U.S. Environmental Protection Agency, 1992), given
(1) the immediate need for guidance on modeling techniques for impact assessments involving
regional scale (greater than 50 km) transport, (2) the complexity of applicable modeling systems
and data bases, and (3) the spatial scales and potential numbers of sources for consideration.
The first phase involved a review of available modeling techniques and construction of an
interim recommendation for use by concerned technical and regulatory communities until such
time that more permanent guidance could be offefide second phase involved development,
testing and application of state-of-the-art meteorological processors and dispersion modeling
systems, to establish a basis for enhancement and perhaps replacement of the Phase | interim
recommendations..

Following a series of model comparison and sensitivity analyses, a technical review was
completed of meteorological data processing and dispersion modeling systems (U.S.
Environmental Protection Agency, 1993@)his served as the basis for the Phase | interim
recommendationsThese findings facilitated use of the MESOPUFF Il system (U.S.
Environmental Protection Agency, 1994) within established national guidance provided in the
Guideline on Air Quality Modeling.For the purposes of assessing regional haze impacts, the
light extinction is estimated using 3- to 24-h concentration averages for the sulfate and nitrate
compounds.The use of longer-period concentration averages to compute a light extinction
coefficient (inverse of visual range) provides a pragmatic surrogate for assessing visibility
degradation and avoids the overwhelming complications introduced when one attempts to invoke
a line of sight visibility assessment for an actual vista.

The interim recommendations were applied in simulating pollutant impacts on the
Shenandoah National Park to provide further technical information on the strengths and
weaknesses of the available modeling systems (U.S. Environmental Protection Agency, 1995a).
These results demonstrated that sources beyond 100 km might be expected to contribute and
should not be arbitrarily excluded from assessmehtey also demonstrated that such

assessments are currently best accomplished on a case-by-case basis using expert judgement.
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The technical work associated with phase Il involvdg:testing and assessment of
possible benefits to be achieved through the use of state-of-the-art mesoscale meteorological
(MM) processors employing four dimensional data assimilation (FDDA); (2) development of a
state-of-the-art Lagrangian puff modeling system; and (3) testing of the developed modeling
methods.Following completion of these technical efforts, an update to the Guideline on Air
Quality Modeling can be proposed describing the modeling methods to be routinely accepted for
characterization of long-range transport and dispersion from isolated sources.

The first step was addressed by initiating an analysis, in which MM-FDDA meteorological
model was used to develop an hourly characterization of meteorological conditions (on a 80-km
resolution) for an entire one-year period for the contiguous United States, northern Mexico and
southern Canaddt was shown that MM-FDDA meteorological models could be applied
operationally.Use of sophisticated meteorological processors provides a means for realistic
characterization of long-range transport trajectories.

The second step involved enhancement of an advanced modeling system, entitled
CALPUFF, capable of processing mesoscale meteorological data and capable of addressing
dispersive processes of a regional natliee modeling system was evaluated demonstrating the
benefits of MM-FDDA meteorological data in characterizing long-range pollutant trajectories.
Simulated trajectories were successfully compared to results from a field study involving
transport to 1000 km downwind (U.S. Environmental Protection Agency, 1998k).

CALPUFF system was incorporated into a user-friendly windows-based environment with an
on-line electronic user’s guide (U.S. Environmental Protection Agency 1995c,d).

Previous evaluation results of puff dispersion models for transport distances of 30 to 100
km (Carhart et al., 1989), have illustrated the difficulty in characterizing the transport trajectory,
but have seen a bias on the order of 30% on average towards overestimating the magnitude of
the maximum surface concentration valu@ne of the findings of the trajectory comparisons
(U.S. Environmental Protection Agency, 1995b), was that Lagrangian puff dispersion modeling
involving transport of 200 km or more will underestimate the horizontal extent of the dispersion,
thereby overestimate surface concentration values if delayed shear enhancement of dispersion
(Moran and Pielke, 1994) is not addresskdanticipation that CALPUFF will likely find

widespread use in a variety of situations, a puff splitting algorithm was added to CALPUFF.
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However, there remains a need to determine how best to invoke this algorithm for improved
characterization of surface concentration values.

The third step towards providing enhanced guidance on methods for characterizing long-
range dispersion for individual sources has been initiated by placing the CALMET/CALPUFF
modeling system on the Support Center for Regulatory Models electronic bulletin board system
for testing. Currently, this stage of the process must primarily rely on volunteer efforts from the
public at large.It is hoped these efforts will prove successful in resolving the remaining
technical issues, and that an update to the modeling guidance can be drafted for comment and

review late in 1997.

8.6.3 Photographic Representations of Haze

Photographs are frequently used to illustrate visibility conditibimwever, it is difficult
to take a series of photographs of an actual scene under known, uniform conditions to illustrate
the effects of various intensities of haZeherefore, computer-generated photographs have been
used for this purposeExamples of this use of photographs appear at the back of the National
Acidic Precipitation Assessment Program report on visibility (Trijonis et al., 1991g.current
status of photographic representations of haze has been described by Molenar et al. (1994) and
Eldering et al. (1993).

A photograph is taken on a very clean, cloud-free day and scanned to generate an initial
image. The most laborious step is the creation of a distance map, which assigns a distance to
each element in the scenghe estimated value of the light-extinction coefficient when the
photograph was taken is used to calculate the initial radiances for each element in th&lseene.
horizon sky radiance can be used to estimate the source function in the calculations for the clean
day.

The equations to generate images showing the effects of haze must calculate the value of
the source function appropriate for the haze represehtagon et al. (1988) have shown that
the common practice of using the horizon sky radiance in the clean photograph as an estimate of
the source function produces distorted resuRadiative transfer calculations can be used to
derive the source function from the haze composition (Molenar et al., 1994, Eldering et al.,
1993). Equations 8-19 and 8-20 are used to calculate the radiances presented in the

photographic images.
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The use of photographic models for representation of haze requiresappryximations.
The softening of shadows caused by the diffuse lighting when it is hazy is neglected, and it is
usually assumed that the haze is uniformly distributed throughout the $tieotegraphs also
have the limitation that they are expensive to produce, so are typically used to illustrate only a
few conditions.Often, the selected conditions are idealized, so the full range of conditions that

occur in a scene are not represented.

8.7 ECONOMIC VALUATION OF EFFECTS OF PARTICULATE
MATTER ON VISIBILITY

The effects of particulate matter on visibility were described in previous sections of this
chapter and are hazes and reductions in visual range in all of the United Bltesesection
discusses the available economic evidence concerning the value of preventing or reducing these
types of effects on visibilityThe following brief summary of economic estimation methods and
available results is derived from the document, Air Quality Criteria for Oxides of Nitrogen (U.S.
Environmental Protection Agency, 1993#&).comprehensive study on the economic impact of
visibility impairment on national parks and wilderness areas and the cost of controls is currently

being conducted by the Grand Canyon Visibility Transport Commission.

8.7.1 Basic Concepts of Economic Valuation

Studies on the economic impact of visibility degradation have mainly focused on consumer
activities, specifically on the individuals response to the aesthetic aspéatses on the effects
of visibility degradation on commercial activities are limitétbwever, airport operations may
be affected by visibility degradation, but available evidence suggests that the economic
magnitude of the effects of haze on commercial operations probably is very Basdld on a
1985 report by the U.S. Enviromental Protection Agency the percentage of the visibility
impairment incidents sufficient to affect air traffic activity might be attributable, at least in part,

to manmade air pollutants (possibly 2% to 12% in summer in the eastern United States).
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That people notice changes in visibility conditions and that visibility conditions affect the
well-being of individuals has been verified in scenic and visual air quality rating studies
(Middleton et al., 1983; Latimer et al., 1981; Daniel and Hill, 1987), through the observation
that individuals spend less time at scenic vistas on days with lower visibility (MacFarland et al.,

1983), and through use of attitudinal surveys (Ross et al., 1987).

8.7.2 Economic Valuation Methods for Visibility

Two main economic valuation methods have been used to estimate dollar values for
changes in visibility conditions in various setting$) the contingent valuation method (CVM),
and (2) the hedonic property value meth&tbth methods have important limitations, and
uncertainties surround the accuracy of available results for visib@ihgoing research
continues to address important methodological issues, but at this time some fundamental
guestions remain unresolved (Chestnut and Rowe, 1990a; Mitchell and Carson, 1989; Fischhoff
and Furby, 1988; Cummings et al., 1986e Fischhoff and Fauby (1988), Kahneman and
Knetsch (1992), Rowe and Chestnut (1982), Mitchell and Carson (1989), and Cummings et al.
(1986) for details on these methods and its usefulness in economic valuations.

The CVM involves the use of surveys to elicit values that respondents place on changes in
visibility conditions. The most common variation of the CVM relies on questions that directly
ask respondents to estimate their maximum willingness to pay (WTP) to obtain or prevent
various changes in visibility conditions based on photographs and verbal descriptions, and some
hypothetical payment mechanism, such as a general price increase or a utility bill increase.

Among the fundamental issues concerning the adequacy of CVM for estimating visibility
values are (1) the ability of researchers to present visibility conditions in a manner relevant to
respondents and to design instruments that can elicit unbiased values; and (2) the ability of
respondents to formulate and report values with acceptable accémaather important issue in
CVM visibility research concerns the ability of respondents to isolate values related to visibility
aesthetics from other potential benefits of air pollution control such as protection of human
health.
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The hedonic property value method uses relationships between property values and air
quality conditions to infer values for differences in air qualitijne approach is used to
determine the implicit, or "hedonic," price for air quality in a residential housing market, based
on the theoretical expectation that differences in property values that are associated with
differences in air quality will reveal how much households are willing to pay for different levels
of air quality in the areas where they livEhis approach uses real market data that reflect what
people actually pay to obtain improvements in air quality in association with the purchase of
their homes.Hedonic property value studies provide estimates of total value for all perceived
impacts resulting from air pollution at the residence, including health, visibility, soiling, and
damage to materials and vegetatidie most important limitation is the difficulty in isolating

values for visibility from other effects of air pollution at the residence.

8.7.3 Studies of Economic Valuation of Visibility

Economic studies have estimated values for two types of visibility effects potentially
related to particulate matter and N@1) use and non-use values for preventing the types of
plumes caused by power plant emissions, visible from recreation areas in the southwestern
United States; and (2) use values of local residents for reducing or preventing increases in urban

hazes in several different locations.

8.7.3.1 Economic Valuation Studies for Air Pollution Plumes

Three CVM studies have estimated on-site use values for preventing an air pollution plume
visible from recreation areas in the southwestern United States (Table&O8®f these studies
(Schulze et al., 1983) also estimated total preservation (use and non-use) values held by visitors
and non-visitors for preventing a plume at the Grand Canybe.plumes in all three studies
were illustrated with actual or simulated photographs showing a dark, thin plume across the sky
above scenic landscape features, but specific measures such as contrast and thickness of the
plume were not reportedhe estimated on-site use values for the prevention or elimination of
the plume ranged from about $3 to $6 (1989 dollars) per day per visitor-party at thé park.
potential problem common to all of these studies is the use of daily entrance fees as a payment
vehicle.
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TABLE 8-5. ECONOMIC VALUATION STUDIES FOR AIR POLLUTION PLUMES

Location Year of Valuation Payment Mean Results
Study of Plume Study Subjects Interviews  Type of Value Method' Vehicle ($1989)
Schulze et al. (1983)  Grand Canyon Urban residents 1980 Daily use value Contingent Daily park $6.17 per day at
National Park  who have visited at park per valuation, direct  entrance fee park per household
or plan to visit household WTP question
Grand Canyon
Urban residents 1980 Monthly Contingent Monthly utility ~ $5.31 per month
in Denver, Los preservation valuation, direct  bill increase per household
Angeles, value per WTP question
Chicago, household
Albuquerque;
visitors and non-
visitors
MacFarland et al. Grand Canyon Park visitors 1980 Daily use value Contingent Daily park $2.84 per day at
(1983) National Park at park per valuation, direct  entrance fee park per visitor-
visitor-party WTP question party (household)
(household)
Brookshire et al. Glen Canyon  Nearby residents 1974 Daily use value Contingent Daily entrance  Visitors: $3.32 per

(1976)

National
Recreation Area
(Lake Powell)

and lake visitors

at recreation
area per visitor-

party
(household)

valuation, direct
WTP question

fee

day additional to
prevent visible
plume

Residents:$2.21
per day additional
to prevent visible
plume

WTP = Willingness to pay.



The Schulze et al. (1983) study suggest that on-site preservation values for preventing a
plume at the Grand Canyon every day, based on 1.3 million visitor-parties of about three people
per party, would be about $8 millio®ased on their results, the implied preservation value for
preventing a visible plume most days (the exact frequency was not specified) at the Grand
Canyon would be about $5.7 billion each year when applied to the total U.S. population.
However, Chestnut and Rowe (1990b) reported that the Schulze et al. (1983) preservation value
estimates for haze at national parks in the Southwest are protwadaigtated by a factor of two

or three and the same probably applies to the preservation value estimates for plumes.

8.7.3.2 Economic Valuation Studies for Urban Haze

Six economic studies concerning urban haze caused by air pollution are summarized in
Table 8-6. The implicit values obtained for a 10% change in visual range are reported in Table
8-6 to allow a comparison of results across the studaties for a 10% change are shown to
illustrate the range of results across the different studieese estimates are based on a model
developed for comparison purposes that assumes economic values are proportional to the
percentage change in visual ranlues for a 20% change, for example, would be about twice
as large as those shown for a 10% change, given the underlying comparison Eactiebf
these studies relied on a reasonably representative sample of residents in the study area, such that
a range of socioeconomic characteristics and of neighborhood pollution levels was included in
each sample.

The first five studies in Table 8-6 all focused on changes in urban hazes with fairly
uniform features that can be described as changes in visual fEmgesixth study (Irwin et al.,
1990) focused on visual air quality in Denver, where a distinct edge to the haze is often
noticeable, making visual range a less useful descriptive measure because it would vary
depending on the viewpoint of the individual and whether the target was in or above the haze
layer. The studies conducted in Denver and in the California cities are likely to have a higher
NO, component than in the eastern cities.

Both of the CVM studies in California asked respondents to consider health and visual
effects but used different techniques to have respondents partition the total Vaeg$ound

that, on average, respondents attributed about one-third to one-half of their total values
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TABLE 8-6. ECONOMIC VALUATION STUDIES O N URBAN HAZE

Implied Mean Annual
WTP for a 10% Change in

Presentation/Definition Visual Range
Study Location Year Valuation Method Payment Vehicle of Change in Visibility ($1989)
PART I. UNIFORM URBAN HAZE
Western Cities
Loehman et al. San Francisco 1980 Contingent valuation, Monthly utility bill Change in frequency $106 per household
(1981) direct WTP question increases distribution illustrated
with local photos for
3 levels of air quality
Brookshire et al. Los Angeles 1978 Contingent valuation, Monthly utility bill Change in average $10 per household
(1982) direct WTP question increases visibility illustrated with
local photos for 3 levels
of air quality
Trijonis et al. (1984) San Francisco 1978-79 Hedonic property Light extinction based on $208-231 per household
value airport visibility data
Los Angeles 1978-79 Hedonic property Light extinction based on $112-226 per household
value airport visibility data
Eastern Cities
Tolley et al. (1986) Chicago; 1982 Contingent valuation, Monthly payment Change in average $8-51 per household
Atlanta; direct WTP question  for visibility visibility illustrated with
Boston; improvement Chicago photos for levels
Mobile; program of air quality
Washington,
D.C,;
Miami;

Cincinnati
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TABLE 8-6 (cont'd). ECONOMIC VALUATION STUDIES ON URBAN HAZ E

Implied Mean Annual
WTP for a 10% Change in

Presentation/Definition Visual Range
Study Location Year Valuation Method Payment Vehicle  of Change in Visibility ($1989)
PART | (cont'd). UNIFORM URBAN HAZE
Rae (1984) Cincinnati 1982 Contingent valuation, Monthly payment Change in average $48 per household
direct WTP question  for visibility visibility illustrated
improvement with Chicago photos
program for 3 levels of air
quality
PART Il. URBAN HAZE WITH BORDER
Irwin et al. (1990) Denver 1989 Contingent valuation, General higher 1-step change in Preliminaryresults
direct WTP question prices each year 7-point air quality indicate mean annual WTP
scale, illustrated with  of about $100 per
photos household for a 1-step

change in the 7-point
scale, with about one-third
of the value attributed to
visibility alone

WTP = Willingness to pay.



to aesthetic visual effectdn spite of many similarities in the approaches used, the CVM results
for San Francisco are notably higher than for Los Angeles when adjusted to a comparable
percentage change in visual ran@ne potentially important difference in the presentations was
that Loehman et al. (1981) defined the change in visibility as a change in a frequency
distribution rather than simply a change in average conditibhis type of presentation is more
realistic but more complex; and it is unclear how it may affect responses relative to presentation
of a change in the averagk.is possible that the distribution presentation might elicit higher

WTP responses because it may focus respondents’ attention on the reduction in the number of
relatively bad days (and on the increase in the number of relatively good days), whereas the
associated change in the average may not appear as signifibantnplied change in average
conditions in the Loehman et al. (1981) San Francisco study was considerably smaller than that
presented in the Brookshire et al. (1982) Los Angeles study, which may have also resulted in a
higher value when adjusted to a comparable size change in average visual range because of
diminishing marginal utility (i.e., the first incremental improvement is expected to be worth

more than the second).

The California studies in Los Angeles and San Francisco provide some interesting
comparisons because two different estimation techniques were applied for the same locations.
Property value results for changes in air quality for both cities were found to be higher than
comparable values (for changes in total air quality) obtained in the CVM stUdiesis as
expected given the theoretical underpinnings of each estimation method, although Graves et al.
(1988) have reported that subsequent analysis of the property value data revealed that the
estimates are more variable than the original results sugbesse property value results are
not reported here because they are for changes in air pollution indices that are not tied to visual
air quality.

The property value study results reported in Table 8-6 from Trijonis et al. (1984) were
estimated using light extinction as the measure of air quadibyvever, as discussed in the
previous section on the hedonic property value method, these estimates are still likely to include
perceived benefits to human health for reductions in air pollution as well as values for visual
aesthetics.Consistent with this expectation, the results for a 10% change in light extinction are
higher than the CVM results for visual range changes for the same Elsspondents in several

CVM studies have reported that, on average, they would attribute to
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visibility aesthetics about one-fourth to one-half of their total WTP for improvements in air
quality. This would imply that the Trijonis et al. (1984) results may reflect $25 to $100 for a
change in visibility alone.

The results for the uniform urban haze studies in cities in the eastern United States fall
between the respective CVM results for the California citidse changes in visual range
presented in these studies were similar to those presented in the Los Angelemsalldyf.the
eastern studies respondents were simply asked to consider only the visual effects when
answering the WTP question$his approach is now considered to be inadequate (Irwin et al.,
1990; Carson et al., 1990).

McClelland et al. (1991) conducted a mail survey in 1990 in Chicago and Atlanta.
Residents were asked what they would be willing to pay to have an improvement in air quality,
which amounted to about a 14% improvement in annual average visual Regmondents
were then asked to say what percentage of their response was attributable to concern about
health effects, soiling, visibility, or other air quality effecBespondents, on average, attributed
about 20% of their total WTP to visibilityThe authors conducted two analyses and adjustments
on the response$ne was to estimate and eliminate the potential selection bias resulting from
non-response to the WTP questions (including what has been called protest resddmeses).
other was to account for the potential skewed distribution of errors caused by the skewed
distribution of responses (the long tail at the high elth of these adjustments caused the
mean value to decreas€he annual average household WTP for the designated visibility
improvement was $39 before the adjustments and $18 after the adjusti@éatadjusted mean
value implies about $13 per household for a 10% improvement in visual rahigeis at the
low end of the range of estimates shown in Table 8&-peer-review of this research effort
confirms the appropriateness of the study design and analysis, the results suggest that greater
confidence should be placed in the lower end of the range of results shown in Table 8-6 because
this study represents an improvement in approach over the other eastern-cities studies.

Irwin et al. (1990) have reported preliminary results for the Denver study (Part Il, Table 8-
6). Comparison of these preliminary results with results from other studies is difficult because
the photographs used to illustrate different levels of air quality were not tied to visual range
levels. Instead, they were rated on a seven-point air quality scale by the
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respondents, who were then asked their maximum WTP for a one-step improvement in the scale.
This study reports some important methodological findir@se of these is confirmation that

simply asking respondents to think only about visibility results in higher WTP responses for
visibility changes than when respondents are asked to give WTP for the change in air quality and
then to say what portion of that total they would attribute to visibility ofilye latter approach
produced a mean WTP estimate for a one-step change in visibility that was about one-half the
size of the mean WTP estimate given when respondents were simply asked to think only about
visibility. This may result from the effect of budget constraints on marginal values (the
respondent has less to spend on visibility when he also is buying health); however, the authors
express the concern that some, but not all, of the value for health may be included in the
response when respondents are told to think only about visibilitgy recommend that

respondents be asked to give total values for changes in urban air quality and then be asked to

say what portion is for visibility.

8.8 CLIMATIC EFFECTS
8.8.1 Introduction

Aerosols of submicron size in the atmosphere can affect the Earth's climate directly
through the absorption of radiation and indirectly by modifying the optical properties and
lifetime of clouds (perturbation of the radiative fiel®erturbation of the radiation field
generally is expressed asadliative forcing which is the change in average net radiation at the
top of the troposphere because of a change in solar (shortwave) or terrestrial (longwave)
radiation (Houghton et al., 1990Note that it is the net effect at the top of the troposphere (i.e.,
the tropopause) that forces climate, and not the change at the surface, because the surface and
troposphere are intimately coupled through atmospheric energy exchange processes such as dry
and moist convection (Ramanathan et al., 198 e radiative forcing due to aerosols is
negative (i.e., aerosols have a cooling effect through the enhanced reflection of solar energy).
This is in contrast to radiatively active trace ("greenhouse") gases associated with industrial and
agricultural activities, which produce a positive longwave radiative forcing (i.e., "greenhouse”
gases cause a warming of the earth-troposphere systelamge fraction of atmospheric

particulate matter is of anthropogenic origin, the chief
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sources being the emission of sulfur-containing aerosols by industry and the large-scale burning

of biomass.

8.8.2 Radiative Forcing

There is now little doubt that long-lived, optically thick, aerosol layers may have modified
the Earth's climate in the paskeologic evidence suggests that there have been episodic
injections of massive amounts of material into the Earth's atmosphere as a result of the impact of
large asteroids or comet$he diminution of solar radiation reaching the surface has been
suggested as the most likely cause of mass extinctions of species at the Cretaceous-Tertiary
boundary (Alvarez et al., 1980) and also in the Late Devonian (Claeys et al., T882).
possibility of a similar climatic catastrophe following a nuclear war has also been raised (Turco
et al., 1983, 1990)However, these are examples of massive injections of particulate matter that
result in extremely large radiative forcingSurrent interest is focused on much more modest
injections of materials that form thin aerosol layers in the tropospiditeough the radiative
effects are smaller and have been generally ignored in climate model simulations (Hansen and
Lacis, 1990), recent studies have estimated that they are not negligible and that their radiative
forcing may be comparable (but opposite in sign) to the radiative effects of increased greenhouse
gas emissions (Wigley, 1991; Charlson et al., 1992; Penner et al., BBI2use there is so
much concern regarding greenhouse gas-induced climate change, the study of this potential
opposite effect of industrial emissions is expected to be quite intense in the near future (Penner
et al., 1994).

To appreciate what is at issue here, it is necessary to understand the concept of radiative
forcing. Averaged globally and annually, about 240 watts per meter squared)\of solar
energy is absorbed by the earth-atmosphere system (Hartmann, TBBAnust be balanced by
an equal emission of thermal energy back to space for equilibduchangein average net
radiation at the tropopause, because of a change in either solar or terrestrial radiation, perturbs
the system and this perturbation is defined asatimtive forcing In response to this
perturbation, the climate system will try and reach a new equilibrium $tateexample, the
increase in longwave opacity of the atmosphere resulting from enhanced concentrations of
greenhouse gases such as carbon dioxideg) (@@ methane (Chlis a positive radiative forcing

because it leads to a reduction in outgoing thermal
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radiation. For equilibrium, given that there is no change in solar input, the temperathee of
surface-troposphere system must incredse individual contributions to this positive forcing,
since pre-industrial times, is shown in Figure 8-15 (Houghton et al., 1820hon dioxide is
the single most important contributor with a radiative forcing of 1.50 Wamthe period 1765

to 1990. The total for all greenhouse gases attributable to anthropogenic sources is 245 W m
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Figure 8-15. Changes in radiative forcing (W rif) due to increases in greenhouse gas
concentrations between 1765 and 199Walues are changes in forcing from
1765 concentrations.

Source: Houghton et al. (1990).

Human activity has also led to an increase in the abundance of tropospheric aerosols,

primarily as a result of enhanced S€nission, but also from biomass burnifithis aerosol
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layer produces a radiative forcing by perturbing the amount of solar energy that is absorbed by
the earth-atmosphere systeBy increasing the amount of solar energy reflected by the planet,
aerosols produce a direct radiative forcifigney can also force the climate system indirectly by
modifying the microphysical properties of clouds, primarily by reducing the effective drop size
of water clouds.Both the direct and indirect radiative forcing of aerosols are negative (i.e., in
response to this perturbation, the planet will cool).

Aerosols in the stratosphere have been implicated in the losgtlnfoDgh heterogeneous
chemistry involving chlorine compounds (Hoffman and Solomon, 1989; Schoeberl et al., 1993;
Hoffman et al., 1994)Although the chlorine is primarily of anthropogenic origin, the enhanced
concentrations of aerosols are a result of volcanic eruptidnthropogenic SQdoes not
change the stratospheric aerosol burden apprecidbigrefore, this effect of aerosols is not
relevant to this discussion.

The succeeding sections of this chapter are devoted to the estimation of aerosol radiative
forcing. Translating this forcing into a climate response requires the incorporation of the forcing
into a climate modelThe model simulations, of course, are only as reliable as the models,
which typically incorporate numerous feedbacks in the climate system that are only represented
to some degree of approximatiofhere are certainly many feedbacks missing from current
climate models, and it is quite possible that some feedbacks have been modeled quite
incorrectly. Moreover, the radiative forcing due to anthropogenic aerosols needs to be estimated
separately from that due to naturally occurring aerosols in order to evaluate the impact of human
activity. The relationship between these aspects of the problem is shown in Figure 8-16.

As has been mentioned, the radiative forcing due to aerosols is opposite in sign to that due
to greenhouse gases, but the degree of offset in forcing may not translate into offsetting climatic
consequencesiVe can only judge these by studying model simulati&iso, it must be kept in
mind that climate variations occur in the absence of radiative forcingesu#t of interactions
between the atmosphere, oceans, and the various elements of the land surface such as snow

cover and vegetation.
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Figure 8-16. A schematic diagram showing the relationship between the radiative forcing
of sulfate aerosols and climate response.

CLIMATE RESPONSE

Source: Harshvardhan (1993).

8.8.3 Solar Radiative Forcing by Aerosols
Aerosol radiative forcing results from enhanced reflection of solar energy which enters the
top of the Earth's atmosphere as a collimated beam of infinite width, but is subsequently
scattered and absorbed to some degree even on the cleardsSigdag.8-17 shows this process
schematically. Throughout the troposphere molecules, constituting the atmosphere, scatter
sunlight by Rayleigh scattering (see the discussion of visibility for the definition of Raleigh
scattering), which is highly wavelength dependéntthe lower troposphere, sunlight is
scattered by aerosols or haze and absorbed by aerosols and wateBeapoise the aerosol
loading is quite variable, this component of aerosol scattered solar radiation is also variable.
The degree to which a layer of particles scatters solar radiation is primarily determined by

the nondimensional parameter referred to as the scattering optical depth of the, layer,
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Figure 8-17. Extinction of direct solar radiation by aerosols showing the diffusely
transmitted and reflected components, as well as the absorbed components.

which in turn is the column integrated volume scattering coefficient for parucléanits are
km™, see sections on visibility for details). Because the scattering coefficient for particles
depends on wavelength, the attenuation of the direct beam of sunlight is also wavelength
dependent. This spectral behavior is usually expressed by the proportionality

Ogp = A (8-37)
wherel is the wavelength in micrometersn(). The exponenty, is the turbidity parameter
introduced by Angstrom (1964) and varies between 0.5 and 1.5 for ae(@samey, 1977).
For particles that are very small compared to the wavelength (Rayleigh scatterng)and
for relatively larger particles, such as cloud dreps,0. The downwelling portion of the
radiation scattered by molecules and aerosols forms diffuse skyigiiteas the unattenuated
beam of solar radiation is said to be the directly transmitted or beam radigierupwelling

portion of scattered radiation, together with energy reflected by the surface, is the diffuse

reflection of the earth-atmosphere systdirs the perturbation in this
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component of radiant energy by enhanced aerosol loadings that constitutes the radiative forcing
to the system by aerosol$he sum of directly and diffusely transmitted solar energy is the
global solar radiation incident on a surface.

Figure 8-18, from Igbal (1983), shows computations of the spectral distribution of a solar
energy incident on a horizontal surface for a solar zenith angle€’ ¢gBnass = 2) and
standard clear conditiong.he atmosphere contains 350 Dobson units of ozoge Z@pt/cm of
water vapor, and a nonabsorbing aerosol layer corresponding to a suisibdéy of 28 km.

The ground reflectance is 0.30ome features of Figure 8-18 are worth notikgtually all

solar radiation at wavelengths less than @.20is removed by Qabsorption.Rayleigh

scattering by molecules is the predominant source of the diffuse radiation at shorter wavelengths,
but the contribution falls off very dramatically with increasing wavelength because of the

inverse fourth power dependencd&erosol scattering contributes to the diffuse component at

visible and near-infrared wavelength&bsorption by the strong water vapor bands is quite

evident in the near-infrared.

An increase in the optical depth of aerosols results in a decrease in the direct beam
radiation, which could be substantial, but the downwelling portion of the enhanced scattered
radiation compensates for this to a large extdiis is illustrated in Figure 8-19, which shows
surface measurements of direct, diffuse, and global solar radiation, made using a multifilter
rotating shadowband radiometer (Harrison and Michalsky, 1994; Harrison et al., 1994) at
Albany, NY, on two clear days in August of 1992 and 1988e total atmospheric optical depth
in 1992 was influenced by the eruption of Mt. Pinatubo in June 18BAough the volcanic
aerosols were in the stratosphere, their effect on direct and diffuse transmitted radiation is
similar to that due to tropospheric aerosdlge quantity plotted ighe spectral irradiance
convolved with the average human eye response that peaks at 550 nm and falls to zero at 400
and 700 nm.The main feature of the plot is the substantial difference in direct and diffuse
radiation, but quite similar global irradianceSlose inspection shows that on the hazier day (in
1992), the global transmitted radiation was somewhat less (i.e., the volcanic aerosol caused a
negative radiative forcing to the earth-atmosphere system by increasing the planetary albedo).
Locally, tropospheric aerosol optical

8-95



1,000 T T T T T T T T

750 Global -

500

250

Horizontal Spectral Irradiance (W m2 /uym-1)

J- -

0.29 0.5 1.0 15 2.0 2.5
Wavele ngth (um)

Figure 8-18. Global, direct, and diffuse spectral solar irradiance on a horizontal surface
for a solar zenith angle of 60 and ground reflectance of 0.2. Atmospheric
conditions are visibility, 28 km; water vapor, 2 ppt/cm.; ozone, 350 Dobson
units.

Source:Igbal (1983).

depths are much larger than the stratospheric optical depth and one would expect a more obvious
diminution of global transmitted radiation than is shown here.
Figure 8-19 is for the spectrally integrated irradiandéthin the solar spectrum,
wavelengths are affected to different degrees by the presence of aehogalgticular there
have been some studies on the effect of aerosols on transmitted UV to the sthfa@n
important consideration, especially for UV-B (280 nin<320 nm). Many theoretical studies
have been made of the effect of stratospheric aerosols on transmitted UV (Michelangeli et al.,
1989, 1992; Davies, 1993; Box, 1999)hey have shown that global transmitted UV can

increase with the addition of a thin aerosol layer when the sun is low in
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the sky and the layer is above the absorption regitwe process responsible for this is single
scattering which changes the direction of the incident radiation such that there is a shorter path
through the absorbing layer and more is transmitted to the gréimadever, when the sun is

high in the sky or the scattering layer is below the absorbers this effect does not occur.

For tropospheric aerosols, the net effect is a reduction in global irradiance at all
wavelengths similar to the total energy shown in Figure 8Ft8derick et al. (1989) have
calculated the expected change in Robertson-Berger meter readings from 1969 to 1986 for
34.5°N based on changes in column ozone as reported by Watson et al. (I88B)ompared
ratios with and without an aerosol layer of optical depth 0.1 independent of wavelength in the
lowest 2 km for 1986 onlyFor clear atmospheres, the ratio changed from 1.02 without the
aerosol to 0.92 with the aerosol indicating that the effect on UV-B transmission of the depletion
in column ozone from 1969 to 1986 could be compensated by a concomitant increase in
particulate matterMeasurements made at Barcelona, Spain, by Lorente et al. (1994) show that
the UV-B at the surface is reduced by 37% during the most polluted days and UV-A is reduced
by 30% compared to the clearest daBy.reflecting some UV back to space, tropospheric

aerosols actually decrease the irradiance of this flux to the surface.

8.8.3.1 Modeling Aerosol Direct Solar Radiative Forcing

Some basic aspects of scattering and absorption by small particles typically present in
aerosol layers govern the sign and magnitude of the direct radiative forcing by aefbesks.
properties are discussed in Section 8.2 of this chaptes.reflectance of an aerosol layer is
chiefly determined by the optical depth, single scattering albgg@and some measure of the
scattering phase functiof.he single scattering albedo, the ratio of the light-scattering
coefficient and the light-extinction coefficient, is a measure of the absorptance of the aerosol
layer. Related quantities are the specific extinction and specific scattering coeffigigrasd
V..o Which are defined as the coefficients per unit mass in unit$gif rifthe phase function
determines the probability that incident radiation will scatter into a particular direction given by

the scattering angleneasured from the forward direction of the incident radiation.
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Figure 8-19. Surface measurements of direct, diffuse, and global solar radiation expressed
as illuminance, at Albany, NY, on August 23, 1992, and August 26, 1993.

Source: Harrison and Michalsky (1994).

At visible wavelengths, the optical depth of tropospheric aerosols ranges from less than
0.05 in remote, pristine environments to about 1.0 near the source of copious emissions (Weller
and Leiterer, 1988)The optical depth decreases quite rapidly with increasing wavelength if the
layer is composed of fine particles as can be seen from Equation/e8Xsol layers, therefore,
tend to be fairly transparent at thermal wavelengths and their radiative forcing is confined to
solar wavelengthsBecause there are strong water vapor absorption bands in the solar near-
infrared (see Figure 8-20), the dominant effect of tropospheric aerosols is in the visible
wavelengths.Harshvardhan (1993) has shown that, to the first order, the change in the albedo

with the addition of a thin aerosol layer over a surface of reflectagas, R
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Figure 8-20. Single scattering albedo of monodispersed spherical aerosols of varying
radius and three different refractive indices at a wavelength of 0.6@m.

Source: Harshvardhan (1993).

AR = R(1 - R)? - 2A_R, (8-38)

where R and A are the reflectance and absorptance, respectively, of the aerosdhayer.

perturbation AR, will be positive when

(1 - w)/op < (1 -RI?/2R, (8-39)

wheref} is the average backscatter fraction and can be computed from the scattering phase
function. A positive value for the change in albedo implies a negative solar radiative forcing
because the planetary albedo increases and less solar energy is absorbed by the earth-atmosphere

system.
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From Equation 8-39, it is obvious that the sign of the forcing will be determined to a large
extent by the single scattering albed. visible wavelengths, most constituents of tropospheric

aerosols, with the exception of elemental carbon, are nonabsorbing antlO (Bohren and

Huffman, 1983) so that the change in albedo will be positherosols with absorbing

components can be modeled as equivalent scatterers of refractive index; ik, with the
imaginary index being a measure of particle absorptiogure 8-20, shows the computed

values of single scattering albedo at a wavelength of ih68r single particles of varying

radius. The three separate curves are for aerosols composed of carbdh@- 0.64) and two
models of sulfate aerosols containing absorptive compon&ien the properties of an aerosol
layer, the change in albedo can be computed from Equation Be38alculate the radiative

forcing, one must also include the effects of other atmospheric constituents such as molecular

scattering, stratospheric,Qvater vapor absorption, and, most importantly, cloud cover.

8.8.3.2 Global Annual Mean Radiative Forcing

Charlson et al. (1991) calculated the global mean radiative forcing due to anthropogenic
aerosols by making the following assumptioiitiey assumed that the perturbation would be
exceedingly small over cloudy areas because cloud optical depths are one to two orders of
magnitude greater than aerosol optical depths (Rossow and Schiffer, E®®hpnabsorbing

aerosols, they found that the change in planetary albedo could be expressed as

AR,=T2 (1 - N (1 - R) (2pT)
(8-40)

where T is the transmittance of the atmosphere above the aerosol layenstiteNlobal mean

cloud fraction. The planetary mean radiative forcing is then

AFp = aRS, /4
(8-41)
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where J/4 is the annual global mean insolation of the earth-atmosphere system (Hartmann,
1994) with S being the solar constant, which equals to 1,370 % For the generally accepted
values of T =0.71, N= 0.6, R=0.15 and = 0.3, Charlson et al. (1991)

AF, = 30.0t
(8-42)

obtained such that far, the optical depth at visible wavelengths ranging from 0.05 to 0.10, the
direct solar radiative forcing is 1.5 to 3.0 W/ na value comparable to the long-wave radiative
forcing of all the anthropogenic greenhouse gases (Section 8.8.2).

The above estimate was refined by Charlson et al. (1992) in which the anthropogenic
sulfate aerosol burden was actually related to the source strength of anthropogetiie SO
fractional yield of emitted SQhat reacts to produce sulfate aerosol and the sulfate lifetime in
the atmosphereThe scattering properties of the sulfate aerosol were also modeled in terms of a
relative humidity factor that accounts for the increase in particle size associated with
deliguescent or hygroscopic accretion of water with increasingRid.relationship between

optical depth and the areal mean column burden of anthropogenic sulfate agpgois B

1= Xsulfatef(RH) Bsulfate (8'43)

wherey 1S the molar scattering cross section of sulfate at a reference low RH (30%) and
f(RH) is the relative humidity factorThe sulfate burden, is related to S#nissions and sulfate
lifetime. For an emission rate of 90 x'2@ of sulfur per year, a yield fraction of 0.4, a sulfate
lifetime of 0.02 years (7 days) and the molar scattering cross section of sulfate Ghagi® m
(corresponding to specific extinction coefficient of &), Charlson et al. (1992) estimated that
AF, = 1.0 W n¥, with an uncertainty factor of 2, which perhaps should be more considering that
the uncertainty in the specific extinction coefficient alone is higher (Hegg et al., 1993, 1994;
Anderson et al., 1994).

The above is an estimate for the forcing due to industrial emissforather

anthropogenic source of aerosols is biomass burriegner et al. (1992) have estimated
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that the radiative forcing due to this activity could be as much as 0.9, \ich is comparable

to the sulfate forcingOne difference is that the smoke produced is somewhsbrbing and the
atmosphere would experience a positive forcing of 0.5 Estimates of the global forcing

due to biomass burning are even more uncertain than those for sulfate because of the sparsity of

data on the relevant radiative properties of biomass aerosols.

8.8.4 Climate Response
8.8.4.1 Early Studies

Global Background Aerosols

The role of aerosols in modifying the Earth's climate through solar radiative forcing has
been a topic of discussion for many decadédedeling studies assumed a climatological
background distribution of aerosols such as that of Toon and Pollack (IB¥6)simple types
of climate models were used to calculate the effects of aerosols on clifhptlee radiative-
convective model, which resolves radiative perturbations in an atmospheric column, and (2) the
energy balance model, which allows for latitudinal dependence, but parameterizes all processes
in terms of the surface temperaturetypical study was that of Charlock and Sellers (1980)
who used an enhanced one-dimensional radiative-convective model that included the effects of
meridional heat transport and heat storablee model was run with and without a prescribed
aerosol layer of visible optical depth equal to 0.125 for conditions representative axidi60
N latitude. The annual mean surface temperature with aerosols wag€ 1céver than that for
the aerosol-free run.

Coakley et al. (1983) were the first to use an energy balance model to compute the
latitudinally dependent radiative forcing for the Toon and Pollack (1976) aerosol distribution,
including the effects of absorbing componeriEsen for moderately absorbing aerosos«1.5
- 0.01), the solar radiative forcing was negative, except in tie®9C N latitude belt, which
has a very high surface albeddere the criterion given by Equation 8-31 is not satisfied and the
change in albedo is negative (i.e., the solar radiative forcing is positihe)model results
showed global mean surface temperature decreases ranging fro@f8ranonabsorbing
aerosols to 2.0C for the absorbing aerosol$he maximum temperature drop was at polar

latitudes even for the absorbing layer because advective processes responded to the aerosol-
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induced cooling at low- and middle-latitudeSther two-dimensional model studies have

confirmed this basic picture (Jung and Bach, 1987).

Regional and Seasonal Effects

Apart from global studies, there have been several programs devoted to ascertaining the
effects of aerosols on regional and seasonal scAleexample is the radiative effect of aerosols
in the Arctic (Rosen et al., 1981A field experiment, the Arctic Gas and Aerosol Sampling
Program, was conducted in 1983 (Schnell, 1984\ as determined that aerosols had a
substantial absorbing componeiithe study by MacCracken et al. (1986) used both one- and
two-dimensional climate models to evaluate the climatic effédiey found that the initial
forcing of the surface-atmosphere system is positive for surface albedos greater than 0.17, and
the equilibrium response of the one-dimensional radiative-convective model showed surface
temperature increases of 8. Infrared emission from the warmer atmosphere was found to be
an important forcing agent of the surfadéhe two-dimensional model was run through the
seasonal cycle and had an interactive cryospheeak warming occurred in May, a month later

than the peak radiative forcing, as a result of earlier snow melt.

Massive Aerosol Loads

In the 1980s, there were several studies related to what became known as the "nuclear
winter" phenomenon (Turco et al., 1983) (i.e., the climatic consequences of widespread nuclear
war). Modeling efforts ranged from radiative-convective models (Cess et al., 1985) to three-
dimensional general circulation models (GCM) (Thompson et al., 1987; Ghan et al., 1988), and
mesoscale models (Giorgi and Visconti, 1989) with interactive smoke generation and removal
processes and fairly detailed smoke optitgeview of modeling efforts has been made by
Schneider and Thompson (1988) and Turco et al. (198@¢. latter study summarized the best
estimates of possible reduction in surface temperature from the smoke lofted into the atmosphere
during the initial acute phase.

General Circulation Model studies (Thompson et al., 1987; Ghan et al., 1988) indicate that
for a July smoke injection, the average land temperatures over the latitude zone°fton730
N, over a 5-day period, would decrease B\C5for smoke of optical depth equal to 0.3, but

could decrease by 2Z for large loadings of optical depth equal to
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3.0. However, the temperature in the interior of land masses could drop by as muciCas 30
The temperature perturbations for smoke injections in other seasons are sftdtierer

latitudes, the cooling is moderated by the delay in smoke transport (assuming initial injection in
high northern latitudes), and the more humid clim&edel studies also indicate a dramatic

decrease in rainfall over land and a failure of the Asian monsoon (Ghan et al., 1988).

8.8.4.2 Recent Regional Studies

There have been more recent studies of possible climatic effects resulting from severe
aerosol loading on regional scaléihe Arctic haze problem has been investigated extensively.
Blanchet (1989, 1991), using a GCM, studied the effects of increasing aerosol loads north of
60° N. Although the solar heating rate in the troposphere increased quite dramatically, the
temperature did not rise substantialljhe positive forcing of 0.1 to 0.3 Kdayesulted in a
decrease in the meridional heat fluQuite importantly, the simulated cloud cover in the
experiment was altered sufficiently to produce changes in net radiative fluxes at the top were
locally an order of magnitude greater than the initial forciflgis implies that it may be very
difficult to identify climate change effects due to aerosols al@dwether effect of aerosols at
high latitudes that has the potential for affecting climate is the change in surface albedo due to
deposition of soot.This was studied by Vogelmann et al. (1988) with respect to the nuclear
winter problem.They found that the cooling due to smoke aerosol could be moderated
somewhat by the "dirty" snow at very high latitudes.

Several studies have examined the effect of smoke from forest fires on cliBnate.
these are natural phenomena, it is important to understand their effects in order to place
anthropogenic effects in contextvidence of substantial climatic effects is present only when
the smoke loading is substanti&or example, Robock (1988) examined the situation in
northern California where a subsidence inversion trapped smoke in mountain valleys for several
days in September 198Dne station recorded an anomaly in the maximum temperature of
-20°C. Veltischev et al. (1988) analyzed data covering the period of major historical fires in

Siberia, Europe, and CanadBhey estimated that the optical depth of
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smoke following fires in Siberia in 1915 was about 3.0 and surface temperature dropped by
5°C.

Other studies have also shown a relationship between smoke and surface temperature.
Robock (1991) studied the smoke from Canadian fires in July 11982Z.ompared forecasted
temperatures with observations and found that regions of negative anomaly were well correlated
with the smoke layerWestphal and Toon (1991) used a mesoscale model with interactive
smoke physics and optics to simulate the smoke plume and its meteorological difiegts.
calculated the albedo of the smoke-covered area to be 35%, and the resulting surface cooling
was 5°C.

Perhaps the most extensive recent investigation of the possible climatic effects of heavy
aerosol burdens was the study of the Kuwait oil fires in 18¥\veral modeling studies were
undertaken.Browning et al. (1991) simulated the smoke plume with a long-range dispersion
model and concluded that the smoke would remain in the troposphere and not be lofted into the
stratosphere where the residence time would be much lomgey. estimated a maximum
temperature drop of 10C beneath the plume, within about 200 km (i.e., only a regional, not
global climatic effect).Bakan et al. (1991) used a GCM with an interactive tracer model to
simulate the plume dispersion and climatic effedise maximum temperature drop was
estimated to be about°€ near the sourcelhe local and regional nature of the effect was
confirmed during a field experiment undertaken in May/June, 198&.smoke from the oil
fires had insignificant global effects because (1) particle emissions were less than expected, (2)
the smoke was not as black as expected, (3) the smoke was not carried high in the atmosphere,
and (4) the smoke had a short atmospheric residence time (Hobbs and Radke, 1992).

The study of severe events such as those described above is useful for investigating model
response since such strong forcings usually provide unambiguous climate response™ignals.
simulated climate response to the more modest radiative forcing due to the distribution of natural
and usual anthropogenic sulfate or smoke aerosols is well within the internal model variability.
However, an estimate of the magnitude of possible effects can be obtained by model simulations

that integrate the chemistry, optics, and meteorology of anthropogenic aerosols.
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8.8.4.3 Integrated Global Studies

Ideally, one should study the problem in an integrated manner, in which the emissions of
sulfate precursors are tracked globally and the radiative forcing of the resulting aerosols
computed locally in space and tim&.further step would be to let the radiative response impact
climate interactively.This latter step could be carried out by a GCM coupled to an oceanic
model. Recent studies have accomplished various elements in this scenario.

Global three-dimensional models of the tropospheric sulfur cycle consider emission,
transport, chemistry, and removal processes for both natural and anthropogenic Stheces.
primary natural source is dimethylsulfide (DMS), which is released by oceanic phytoplankton
(Nguyen et al., 1983; Shaw, 1983; Charlson et al., 198[7¢. DMS reacts in air to form sulfate
aerosols.Anthropogenic emissions are over land, especially in the heavily industrialized areas
of the Northern Hemispherd&xamples of such sulfur cycle models are the Lagrangian model of
Walton et al. (1988) and Erickson et al. (1991), known as the GRANTOUR model, and the
Eulerian transport model of Langner and Rodhe (1991) and Langner et al. (1992), known as the
MOGUNTIA model. Both models use prescribed mean winds, typically obtained from GCM
simulations, to provide monthly mean concentrations of sulfate aerosols.

With such detailed input, it is possible to construct global maps of the radiative forcing due
to sulfate and compare the magnitude with that due to greenhouse igesésnd Briegleb
(1993) carried out such a study using the monthly mean sulfate abundances from the
MOGUNTIA model. For meteorological parameters, they used 1989 monthly mean temperature
and moisture fields data from the European Center for Medium Range Weather Forecasting.
Vertical distributions of clouds were taken from a GCM simulation using the National Center for
Atmospheric Research Community Climate Model (CCM2) since such detailed observations are
lacking. However, attempts were made to adjust the total cloud cover to correspond to
observations.

The radiative forcing was calculated by Kiehl and Briegleb using an 18éb&ddington
model in the shortwave and a 100 trasolution band model in the longwave, which includes
the contributions due to trace gases such gs K@, and chlorofluorocarbonslhe optical
properties of sulfate aerosol were calculated spectrally using the refractive indices for 75%
sulfuric acid (HSO,) and 25% water (}0) and an

8-106



assumed log-normal size distribution that has a geometric mean diameter by volume.ofi.0.42
The specific extinction coefficient of the dry particles was found to be a very strong function of
wavelength, decreasing from 16gnh at 0.3um to less than 2.0 fg* at 1.0um. This is

significant in interpreting the computed forcing when comparisons are made with earlier studies
that used a constant value for the specific extinction coefficient.

The value of the specific extinction coefficient depends on the size distribution of the
aerosols but that also affects the phase function such that changes in the coarse particle or fine
particle mode do not greatly affect the total radiative forcing (Kiehl and Briegleb, 198B)is
because the extinction cross section has a sharp maximum for particles that are of the same
dimension as the wavelength and falls off rapidly for smaller and larger particles (Covert et al.,
1980).

The direct radiative forcing is calculated by adding the sulfate burden to the model and
computing the change in absorbed solar radiatiigures 8-21a and 8-21b, from Kiehl and
Briegleb (1993) show the annual mean direct solar radiative forcing resulting from
anthropogenic sulfate aerosols (global meai®:28 W n¥) and anthropogenic plus natural
sulfate (global mean =0.54 W n¥). The patterns are similar to those obtained earlier by
Charlson et al. (1991), but the magnitude is roughly Hdbst of the difference is due to the
assumption of a constant value of 5.®yrfor the specific extinction coefficient in the earlier
study, but there was also a difference in the phase function ikedefore, assumptions
regarding radiative properties were able to account for all the differeRo@%ts to note in the
figure are the local concentrations of anthropogenic forcing and particularly the hemispheric
asymmetry in the forcing, even when natural sulfate is includétiough the southern
hemisphere is largely ocean, the direct forcing due to natural sulfate is substantial only in the
clear oceanic areas since, in the presence of clouds, the additional sulfate effect is minimal.

To place the role of anthropogenic sulfate in perspective, Kiehl and Briegleb (1993)
compared the direct radiative forcing with that of increasing greenhouse gases from preindustrial
times to the preseniThe greenhouse gas forcing is calculated by computing the spatial
distribution of the change in the net longwave flux at the tropopause for the trace gas increases

from the preindustrial period to the presefhe annual averaged results for
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Annual Mean Forcing (W m?) anthropoge nic sulf ate aeros ols

Figure 8-21a. Annual mean direct radiative forcing (W m?) resulting from anthropogenic
sulfate aerosols.

Source: Kiehl and Briegleb (1993).

Annu al Mean Forcing (W m?) anthropoge nic plus natural sulfate aerosols
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Figure 8-21b. Annual mean direct radiative forcing (W m resulting from anthropogenic
and natural sulfate aerosols.

Source: Kiehl and Briegleb (1993).
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greenhouse gases alone and in combination with anthropogenic sulfate are shown in
Figure 8-22a and 8-22b, respectiveljhe greenhouse gas forcing is, of course, positive and is
the greatest in the clear regions over the land and oceanic ddgertglobal annual mean is 2.1
W m?. When the negative forcing of aerosols is added, the global annual mean direct radiative
forcing due to anthropogenic activities is 1.8 \W.niHowever, locally, there are regions where
the anthropogenic sulfate forcing cancels the greenhouse forcing.

The forcing is simply an initial perturbatio®ecause the sulfate forcing is in the
shortwave and felt primarily at the surface (for nonabsorbing aerosols), a coupled atmospheric-
oceanic climate model is required to determine the effect on cliriatdor and Penner (1994)
have used the GRANTOUR model to provide the sulfate input to a GCM (CCM1), which was
coupled to a 50 m mixed-layer ocean model with sea ice and a specified meridional oceanic heat
flux.

To assess the anticipated patterns of climate response to anthropogenic emissions of both
SQ, and CQ, Taylor and Penner performed four 20-simulated-year integrations in which the
atmospheric COconcentration was fixed at either the preindustrial level (275 ppm) or the
present day concentration (345 ppmnthropogenic sulfur emissions, corresponding to 1980,
were either included or excluded@able 8-7 summarizes their annual average resiihs.
global average anthropogenic sulfate forcing was found t@85 W n¥; more than three
times larger than calculated by Kiehl and Briegleb (1993)e differences in the annual
anthropogenic sulfate forcing value in the two studies is due partially to the sulfate chemistry in
the model used by Taylor and Penner, (19%Hr example, there is a stronger seasonal cycle
with enhanced northern hemisphere concentrations in sumirherremainder may be
contributed to the use of a constant specific scattering coefficient {§5at0.55.m) instead
of the RH-dependent model used by Kiehl @gegleb (1993).As noted earlier, the value of
the specific scattering coefficient chosen could be a gross overestimate and, therefore the values
of the sulfate forcing shown in Table 8-7 are probably much too high.

Some noteworthy features of Table 8-7 are that the combingdr@isulfate forcing is
not linearly additive and there is a pronounced asymmetry in the climate response in the two
hemispheresWhat is clear is that the anthropogenic sulfate is expected to reduce somewhat the

anticipated warming resulting from the increased emission of greenhouse gases, especially
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Figure 8-22a. Annual averaged greenhouse gas radiative forcing (W ®) from increases
in CO,, CH,, N,O, CFC-11, and CFC-12 from preindustrial time to the
present.

Source: Kiehl and Briegleb (1993).

Annual Mean Forcing (W m ) greenhouse plus anth ropogenic su Ifate
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Figure 8-22b. Annual averaged greenhouse gas forcing plus anthropogenic sulfate aerosol
forcing (W m™).

Source: Kiehl and Briegleb (1993).
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TT1-8

TABLE 8-7. RADIATIVE FORCING AND CLIMATE STATISTICS

AF T, AT, P AP C AC SI ASI
Case (W m? (°C) (°C) (mmdy) (mmdY (%) (%) (%) (%)
Northern Hemisphere
Preindustrial 12.5 3.40 56.6 4.87
Present-day CO 1.26 14.5 1.9 3.48 0.09 55.0 -1.7 413 -0.74
Present-day sulfate -1.60 11.3 -1.2 3.36 -0.04 56.9 0.3 5.54 0.67
Combined CQand sulfate -0.34 13.0 0.5 3.43 0.03 55.8 -0.9 4.85 -0.02
Observed climate statistics 14.9 2.6 58.9 4.4
Southern Hemisphere
Preindustrial 12.5 3.54 62.4 6.64
Present-day CO 1.25 14.8 2.3 3.61 0.08 61.1 -1.3 4.39 -2.26
Present-day sulfate -0.30 11.7 -0.8 3.48 -0.06 63.1 0.7 7.24 0.59
Combined CQand sulfate 0.95 13.6 1.1 3.56 0.02 62.1 -0.3 5.40 -1.24
Observed climate statistics 13.5 2.7 65.6 4.5
Global average
Preindustrial 12.5 3.47 59.5 5.76
Present-day CO 1.26 14.6 21 3.55 0.08 58.0 -1.5 4.26 -1.50
Present-day sulfate -0.95 11.5 -1.0 3.42 -0.05 60.0 0.5 6.39 0.63
Combined CQand sulfate 0.31 13.3 0.8 3.49 0.02 58.9 -0.6 5.13 -0.63
Observed climate statistics 14.2 2.7 62.2 4.5

AF = radiative forcing; T= surface temperature; P = precipitation; C = cloud cover; S| = sea ice coverage.

Source: Taylor and Penner (1994).



in the Northern Hemispherén a regional scale, Taylor and Penner (1994) found that the
strongest response was in the polar regions associated with an increase inldeteiteatthe
change in sea ice coverag&3(), in the northern hemisphere is essentially zero as the sulfate
completely cancels the C@ffect. Also, the greatest cooling is found over broad regions of the
Northern Hemisphere continents where all the sulfur emission is occuHmgever, the

maximum cooling is not over Europe where the maximum radiative forcing occurs, but further

north, and associated with changes in sea ice.

Comparative Lifetimes of the Forcing

One extremely important aspect in comparing the effects gl@®sulfur
emissions is the disparate lifetimes of the forcing mechani3ims.residence times of trace
gases that result in a positive longwave forcing of the climate system is from decades to a
century or more (Houghton et al., 199@n the other hand, the cycling time for sulfate in the
troposphere is only about a week (Langner and Rodhe, 1991), which is dependent on the
frequency of precipitation removal (Charlson et al., 1992)erefore, any changes in industrial
emission patterns will be reflected immediately in the sulfate forcing, but the concentration of
CO, and the accompanying forcing will continue to rise for more than a century even if
emissions were kept constant at present leviaée Figure 8-23.

One could infer from the above discussion that sulfate emissions are providing
some amelioration of greenhouse warming, and that a curtailment of such emissions might result
in enhanced global warminddowever, given the uncertainties in present estimates of the
effects of aerosols, especially the fact that many feedbacks are not fully included, it would be
premature to base any decisions on these current discussions of the possible effects of aerosols

on climate.

8.8.5 Aerosol Effects on Clouds and Precipitation
8.8.5.1 Indirect Solar Radiative Forcing
Cloud Microphysical Properties
A substantial portion of the solar energy reflected back to space by the earth
system is due to cloudS.he albedo (i.e., reflectivity) of clouds, in turn, depends to a large

extent on the optical thickness, which is the column integrated light-extinction coefficient (see
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Figure 8-23. Schematic illustration of the difference between response times of climate forcing due to CO
(heating) and sulfate (cooling) during different patterns of global fossil fuel consumption.

Source: Charlson et al. (1991)

Section 8.8.3).The light-extinction coefficient is related to the size distribution and number
concentration of cloud droplet®ecause these cloud droplets nucleate on aerosols, it is to be
expected that changes in aerosol loading could affect cloud albedo, particularly that marine
stratiform clouds.Because of their effect on the Earth's radiative energy budget, marine status
and stratocumulus cloud systems are likely to influence climate and climate chdegehigh
albedo compared with ocean background provide a large negative shortwave forcing which is
not compensated in thermal wavelengths because of their low altitude (Randall et al., 1984).
Recent studies by Ramanathan et al. (1995) and Cess et al. (1995) indicate that more solar
radiation is being absorbed by clouds in cloudy atmospheres than originally belldved.

finding has, however, not been confirmed.

8-113



Stephens (1994) gave the volume light-extinction coefficient of a cloud of spherical

polydispersed drops ranging in size as:

rmax

Ogyy = T f n(r)Qg, (riradr (8-44)

Mmin

where n(r) represents the size distribution and is the number concentration per unit volume per
unit radius increment and,(Js the extinction efficiency factor (see Section 8.3.1) which
approaches the value of 2.0 for drops that are large relative to the wavel&nhygigible
wavelengths, this limit for the extinction efficiency factor is satisfied by cloud drops that are

typically 10.m in radius. Therefore,

rmax

Oeyt f n(ryrédr. (8-45)

Mmin

The mass concentration of water in clouds, called the liquid water content, M*Jjriskg

proportional to the total volume of liquid water in a unit volume of &his may be written as

rmax

M o f n(r)ridr (8-46)

Mmin

because the volume of each cloud drop is (#/6) Comparing Equations 8-45 and 8-46, one
can see that
Cje)(t o< qu/ r o (23"1-7)

where [ is the effective radius, defined as the ratio
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rmax

[ n(r)r3dr

re = — : (8-48)

[ n(r)rédr

min

r

For identical meteorological conditions, the liquid water content will be the same in two cloud
layers that are composed of droplets of different effective radfiasher paramaters remain the
same, the light-extinction coefficient will increase as the effective radius decreases (Equation 8-
47). Therefore, if the geometric depth of two cloud layers is the same and the column amount of
liquid water is the same, the cloud with more numerous, but smaller drops, will have a larger
optical depth and a higher albedbhis sets the stage for a potentially important indirect effect

of anthropogenic aerosols on the Earth's radiation balak&suggested by Twomey (1974),

the addition of cloud nuclei by pollution can lead to an increase in the solar radiation reflected
by clouds, a negative radiative forcing that is in addition to the direct radiative forcing discussed
in Section 8.8.3.

Another radiative consequence of pollution is the emission of elemental carbon, which can
be incorporated into clouds and increase the absorptance at visible wavelengths at which pure
water is nonabsorbinglrhis mechanism decreases the single scattering albedo of the cloud
material (see Figure 8-20), causing a decrease in the reflectance of th& lsgrer are,
therefore, two competing mechanisms, but Twomey et al. (1984) assessed the relative
magnitudes of the two effects based on observations of clean and polluted air in Arizona, and
concluded that increases in albedo from increases in cloud droplet concentration would dominate

over the absorption effect.

Cloud Lifetimes

Another possible indirect effect of aerosols on clouds and precipitation is that of increased
cloud condensation nuclei (CCN), the inhibition of precipitation (Albrecht, 1989; Twomey,
1991). Cloud condensation nuclei can be either hygroscopic or deliquescent, having large light
scattering efficiency due to hygroscopic growtith more droplets, coagulative growth, which

is the mechanism of water removal in liquid water clouds, will be hinddreis. will result in
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longer residence times for clouds and a higher mean albedo time, which, again, is indirect
negative solar radiative forcing.

There is some observational evidence that cloud amounts have increased during the recent
decadesHenderson-Sellers (1986, 1989) has analyzed surface based meterological observations
from several stations in the United States and Cangldere is coherent increase in cloud
amount in all seasons between 1900 and 1982 with most of the increase occuring between 1930
and 1950.Attribution of this increase to anthropogenic causes is very diffidiie possibility
of jet contrails playing a role has been mentioned by Changnon (1981) but this would not
explain the increase in the 1930-1950 time fram&rren et al. (1988) have also noted a
positive trend in the total cloud amount and also for all classes of clouds globally over the
oceans.An increase in aerosol concentration is compatible with an increase in cloud lifetimes
for low level clouds so there is a plausible link between these observations and anthropogenic

activities but nothing definitive can be said at the moment.

Cloud Chemistry

Novakov and Penner (1993) pointed out that anthropogenic activity could modify the
nucleating properties of anthropogenic sulfdtéhas already been mentioned that carbon black
influences the direct radiative forcinghe presence of carbon black and other organics can also
alter the hygroscopic properties of sulfate aerogets.instance, the condensation of
hydrophobic organics onto preexisting sulfate particles may render these inactive a®@CN.
the other hand, the condensation of sulfuric acid vapor on a hydrophobic organic aerosol may
convert it to a hydrophilic particleBecause the indirect radiative forcing depends on the ability

of sulfate to nucleate, organics may enhance or diminish the potential indirect radiative forcing.

8.8.5.2 Observational Evidence

The relationship between the availability of CCN and cloud droplet size distribution has
been a subject of research in cloud physics for decddleas been known, for instance, that
continental clouds are composed of far more numerous, but smaller drops than maritime clouds

(Wallace and Hobbs, 1977The more difficult question is whether the additional
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contribution to CCN by anthropogenic activities has increased the reflectance of clouds over
large areas of the Eartli so, this would be an additional indirect radiative forcing attributable
to sulfate emissions.

The most dramatic evidence of such an indirect effect (albeit on a small scale) is the
observation of "ship tracks" in marine stratocumulus (Conover, 1966; Coakley et al., 1987).
These are visible in satellite images as white lines against a gray background and follow the path
of ships that have been emitting effluensng et al. (1993) reported the first radiation and
microphysics measurements on ship tracks obtained from a research aircraft as it flew within
marine stratocumulus clouds off Californi@omparing the flight track with satellite images,
they were able to locate two distinct ship tracks in which they measured enhanced droplet
concentration, and liquid water contents, greater than in the surrounding cldwgysalso
derived the effective radius of the cloud drops and found that there was a significant decrease
within the ship tracksThe radiation measurements were consistent with increased optical
depths in the ship track3.he increased liquid water content is compatible with the suppression
of drizzle as a result of slower coagulative growth (Albrecht, 1989), an indirect aerosol effect.

Twomey (1991) estimated that the visible reflectance of cldyds,affected by cloud
droplet concentration, according to the following relationship for a fixed liquid water content,
M.

(8-42)

drR) _ R(I-R)
dn ), 3N

The parametedR/dN the susceptibility, is a measure of the sensitivity of cloud reflectance to
changes in microphysics (Platnick and Twomey, 198%4has a maximum value Bt= 0.5 and
is inversely proportional to the cloud droplet concentration such that when the cloud droplet
concentration is low as in marine clouds, the susceptibility is High, therefore, not surprising
that emissions from ships can influence cloud albedo.

To determine whether the indirect effect of aerosols on clouds is detectable on a global
scale, Schwartz (1988) compared cloud albedos in the two hemispheres and also historic changes

in surface temperature from preindustrial tim&se sulfate signal is expected in
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both: cloud albedos in the Northern Hemisphere should be higher, and the rate of greenhouse
warming should be slowefThe results of his study were inconclusive in that no inter-
hemispheric differences were foundowever, more recent studies suggest some influence of
sulfate emissions.

Falkowski et al. (1992) showed that cloud albedos in the central North Atlantic Ocean, far
from continental emission sources, were well correlated with chlorophyll in surface waters.
These correspond to higher ocean productivity and DMS emissions, indicating that natural
sources of sulfate emission can influence cloud alb&ttre substantial evidence of the effect
of sulfate aerosol has been presented by Han et al. (1994) who made a near-global survey of the
effective droplet radii in liquid water clouds by inverting satellite visible radiances obtained
from advanced very-high-resolution radiometer (AVHRR) measuremelais.et al. (1994)
found systematic differences between the effective radius of continental clouds (global mean
effective radius = 8.2m) and maritime clouds (global mean effective radius = A8 which
is the expected result based on differences in CCN concentraltimaddition, they found
inter-hemispheric differences in the effective radius over both land and ddeghern
Hemisphere clouds had smaller effective radii, the difference being®fér ocean and
0.8 um for land.However, Southern Hemisphere clouds tended to be optically thicker, which

explains why Schwartz (1988) was unable to detect inter-hemispheric albedo differences.

8.8.5.3 Modeling Indirect Aerosol Forcing

If the appropriate radiative properties of aerosols are known, it is fairly straightforward to
model the direct solar radiative forcing of aerosols (Section 8.8.3) and estimate possible climatic
responses (Section 8.8.4Jalculations of the indirect forcing of aerosols, on the other hand, is
much more difficult since several steps are involved and the uncertainty at each level is high.
Charlson et al. (1992) proposed that enhancements in albedo would occur only for marine
stratocumulus clouds and for a uniform global increase of droplet concentration of 15% in only
these clouds, the global mean solar radiative forcing wouldLt®W ni?, which is comparable
to the direct forcing (Section 8.8.4) and of the same slge greatest uncertainty in this
estimate is the degree that cloud droplet number concentration is enhanced by increasing

emissions.The uncertainty has been estimated by Kaufman et al.
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(1991) to be at least a factor of Peaitch and Isaac (1994) have addressed this issue based on
their observations of the relationship between cloud droplet concentrations and cloud water
sulfate concentrationsThey find that the assumptions in Kaufman et al. (1991) are within
reasonable boundS he Scientific Steering Committee for the International Global Aerosol
Program concluded that the uncertainties involved in determining the indirect effects of aerosols
on the Earth's radiation balance are so great that no formal value can be given at this time
(Hobbs, 1994).

The indirect forcing has been included in climate model simulations by Kaufman and Chou
(1993) who used a zonally averaged multilayer energy balance model and by Jones et al. (1994)
who used a GCMKaufman and Chou (1993) modeled the competing effects of enhanced
anthropogenic emissions of ¢é&nd SQ since preindustrial timesThey concluded that S®as
the potential of offsetting C&nduced warming by 60% for present conditions and 25% by the
year 2060 given the Intergovernmental Panel on Climate Change BAU (business as usual)
scenario of industrial growth (Intergovernmental Panel on Climate Change, I9f4) also
found a small inter-hemispheric difference in climate response, with the Northern Hemisphere
cooler than Southern Hemisphere by abdu@ °C.

Jones et al. (1994) used a GCM with a prognostic cloud scheme and a parameterization of
the effective radius of cloud water droplets that links effective radius to cloud type, aerosol
concentration and liquid water contefithe parameterization is based on extensive aircraft
measurementsThe distribution of column sulfate mass loading was obtained from the model of
Langner and Rodhe (1991) separately for natural and anthropogenic s@&ineated
effective radius distributions of low-level clouds showed land-ocean contrasts and also inter-
hemispheric differences as observed by Han et al. (199%.indirect forcing due to
anthropogenic sulfate was estimated by performing a series of single-timestep calculations with
the GCM. For present conditions, the mean northern hemisphere forcing was calculated to be
-1.54 W n¥* and the southern hemisphere forcing w97 W n. This is comparable to the
estimates of Charlson et al. (1992) and Kaufman and Chou (1993) and substantially larger than
the direct forcing estimates of Kiehl and Briegleb (199@)e combined direct and indirect
forcing is more than half the total positive forcing of greenhouse gas emiskishsuld be
noted that the indirect effect is greatest when the atmosphere is very clean and so, in principle,

could saturate with timeThe direct effect is
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linear with emissions and may dominate in the futuneany case, the negative forcing of
sulfate aerosols must be considered in any overall estimate of the total anthropogenic effect on

climate.

8.9 SUMMARY
8.9.1 Visibility Effects

This chapter presents (1) an overview of the effects of particulate matter on visibility, and
combines information from this chapter and other recent reviews by the National Research
Council (NRC), the National Acid Precipitation Assessment Program (NAPAP), and
Environmental Protection Agency (U.S. EPA) and (2) a discussion on the effects of particulate
matter on climate.

Several definitions of visibility have been noted in this chapter, and they are generally
consistent with each otheSection 169A of the 1977 Clean air Act Amendments (42 U.S.C.
7491) and the U.S. EPA 1979 Report to Congress defined visibility impairment as a reduction in
visual range and atmospheric discoloratidime National Research Council’s Committee on
Haze in National and Wilderness Areas said, “Visibility is the degree to which the atmosphere is
transparent to visible light. These definitions indicate that visibility is determined by the clarity
(or transparency) and color fidelity of the atmosphé&fisibility can be numerically quantified
by equating it with the contrast transmittance of the atmospféis.quantification is
consistent with both (1) the use of visual range to quantify visibility, and (2) the definition
recommended by the NRC.

All evaluations of visibility have focused on daytime visibility as perceived by a human
observer looking through one or more sight paths in the Earth’s atmosplieber’s Law
indicates that if an object is just perceptible, the brightness of the object differs from the
brightness of its surroundings by a constant fraction, i.e., a constant percentage of the
surrounding brightnessA perception threshold of 2% brightness change is most commonly
used, but 5% is sometimes used in visibility analy&ather contrast or modulation can be used
to quantify changes in brightnesé/eber’s law is not exact, so perception thresholds depend on

the viewing conditionsThe eye is the most sensitive to objects that subtend an angle of
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approximately 1/3 degree, is somewhat less sensitive to objects that subtend larger angles, and
becomes rapidly less sensitive as the size of the object is decreased below a subtended angle of
0.1 degreeMany factors, such as the brightness level and the pattern of brightness surrounding
the object being viewed can affect the perception thresAdid.contrast threshold of 2%

generally applies to objects that subtend an angle between 0.1 and 1.0 degree and are viewed
against uniform backgrounds.

The atmosphere is a very thin layer on the Earth and has strong vertical gra8iematsse
of these gradients and the curvature of the Earth, the properties of the atmosphere exhibit
substantial variations in sight paths longer than roughly 100Tkm.visual range is the greatest
distance at which a dark target can be perceived against the horizonBeslause of the non-
uniformities in the atmosphere, the visual range provides a meaningful characterization of the
Earth’s atmosphere only for haze levels that cause the visual range to be much less than 100 km.

A sight path through the atmosphere is illuminated by direct sunlight, diffused skylight,
and light reflected by the Earth’s surfad&n observer looking through the atmosphere sees
light from two sources: (1) the light reflected from the object or terrain feature being viewed that
is transmitted through the sight path to the observer, and (2) the light scattered by the
atmosphere into the line of sight and then transmitted to the obs@hese are known as the
transmitted radiance and the path radiance (air light), respectively.

Visibility is determined by the competition between the transmitted radiance and the path
radiance.The transmitted radiance carries all of the information about the nature of the object
being viewed.When this radiance is dominant, the features of the object can be easily perceived
and the visibility is good.The path radiance contains information only about the uniformity of
the intervening atmosphere, and no information about the object being viéwesh the path
radiance is dominant, it tends to obscure the objBoese effects are easily seen by viewing
objects at various distances in a dense fog, but can also be seen on a clear day if sight paths of
sufficient length are available.

The transmitted radiance is attenuated by light extincfidre strength of that attenuation
is quantified by the light-extinction coefficient, which describes the rate of energy loss with
distance from a beam of lighT he light-extinction coefficient for green light in particle-free air
(Raleigh scattering) is 1% per km, or 0.01 knExtinction coefficients are
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most often measured in units of inverse megameters)(Mnd in these units the extinction
coefficient for clean air is 10 Mn

Light extinction is caused by light scattering and light absorption by particles and gases.
In visibility analyses it is useful to consider each of these separate contributions to the light-
extinction coefficient; the coefficients for light absorption by gasg$, (ight scattering by
gasesdy,), light absorption by particles{), and light scattering by particles,). Because of
their different origins and composition, atmospheric particles are frequently divided into coarse
and fine particlesThe corresponding division of coefficients for light scattering and absorption
then becomes, the coefficient for light-scattering and light-absorption by fine pariglesd
0,4, and the coefficient for light scattering and light-absorption by coarse partigles@o,,).
The components of the light-extinction coefficient are related as follows:

Oext = Oabs-'- Oscat
Oab = Oag + Oap

OSCHI

=0yt 0g
Osp = Osfp + Oscp

Oap = Oafp + Oacp

Light scattering by gases (Raleigh Scattering) is nearly constant, but decreases with increasing
altitude. Light absorption by gases is almost entirely due tg,NM@d is typically significant

only near NQsources, e.g., in or downwind of urban areas or in plurhight absorption by
particles is principally caused by elemental carbloght scattering by particles is typically the
most important component of light extinction in causing visibility degradatamther

discussion of this component of light extinction appears below.

If the average light-extinction coefficient and path length are known, the light
transmittance of a sight path can be calculafdtls, the effect of light extinction on the
transmitted radiance is easily quantified.

The calculation of the path radiance is much more diffidaitequires a knowledge if (1)
the illumination of the sight path at each point along its length, (2) the light scattering properties

of the atmosphere at each point, and (3) the transmittance of the atmosphere
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between each point and the observEne illumination is affected by the clouds in the sky, the

haze that contributes to diffuse skylight, and the variations of the reflectance of the Earth’s
surface under the sight pathight scattering and light absorption contribute differently, because
light absorption does not contribute to the scattering of light into the sight plaitis, a given

amount of light extinction due to light absorption causes less visibility impairment than the same
amount of light extinction due to light scatteringecause of the differing effects of scattering

and absorption and the highly variable effects of the illumination, the path radiance is not closely
linked to light extinction.As a result, the visibility for a specific sight path under specific
illumination conditions is not closely linked to the light-extinction coefficient.

All of these effects can be mathematically simulated, and a simple theory for these
simulations is present in the texthe theoretical development includes the equations used to
generated photographs showing the visual effects with various amounts ofFbazanple
situations, e.g., a cloud-free sky and uniform haze, photographic simulation are quite realistic.
Examples appear in the National Acid Precipitation Assessment Program Shebe
photographs, and other comparisons, indicated that the relationship between air pollution and
visibility is well understood.

As previously stated, the most important component of light extinction in causing visibility
degradation is typically light scattering by particl&x«cept in dust storms or during fog, snow,
or rain, most light scattering by particles is caused by fine particles, i.e. the accumulation mode,
~0.3 to 1.0um diameter.Coarse particles typically have a light-scattering efficiency 5 to 10
times less that the efficiency of fine particl€3oarse particles can have important visibility
effects in dusty or desert areas, but fine particles dominate the visibility effects in most of the
eastern United States.

The light-scattering efficiency of particles is a maximum for particles with a diameter
approximately equal to the wavelength of visible lightar a single particle, the maximum in

light-scattering efficiency occurs at a diameter approximately equal to

D =0.28/(n-1)um
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where n is the index of refraction of the particulate mattéuis formula gives a diameter of

0.85 um for an index of refraction of 1.33 (e.g. water) and a diameter ofh36r an index of
refraction of 1.5, which is larger than typical for ambient aerosol mixtiest fine particles

have smaller diameterd.herefore, processes that increase the particle size of fine particles tend
to increase the light-scattering efficiency of the particles.

Coagulation of nuclei particles, which can be smaller thatt1in diameter, in the
atmosphere will increase their light-scattering efficiengrticles in the 0.2 to 0:3n in
diameter range are small enough that their light-scattering efficiency is roughly half that of
particles with the optimum sizeéRarticles in this range coagulate very slowly, so they tend to
maintain their size in the atmosphere as long as they are not processed by clouds or fog.
Heterogenous processes in clouds and fogs can form particles in any size range, but these
processes are the dominant source of particles with a diameter near,@vhich is near the
optimum size for light scattering?articles in this size range are frequently observed in air
samples processed by clouds or fog.

The dominant chemical components of fine particulate matter are sulfates, organic species,
nitrates, crustal species, and elemental carluitates and organic species dominate visibility
impairment in the eastern United States, and nitrates and organic species are dominant in many
western urban areas as well as the California Central Valley during winter m@ntissal
species are important contributors in dry areas, especially when these areas are farmed.
Elemental carbon is most important in urban areas, and in Phoenix, AZ can contribute about
one-third of the light extinction during some episodes.

Water uptake, which occurs when hygroscopic aerosol is exposed to elevated humidities,
increase light scattering by two mechanisms: (1) the mass concentration of particulate matter is
increased, and (2) the increase particle size causes the light scattering efficiency to increase.
Thus, the materials present before the water uptake makes a larger contribution to light
scattering because they are now a component of larger parfitlesoverall effect on increasing
humidity on light scattering by particles was quantified nearly 20 years ago, but current research
is greatly increasing the detailed understanding of the response of aerosol particles to changing
humidities and the relationship of this response to the chemical composition of the particles.
Humidity effects generally become important at relative humidities between 60 and 70%, and

increase the light scattering by a factor of 2 at
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approximately 85% relative humidityl he light scattering increase rapidly with relative
humidity when the humidity exceeds 90%.

Potential indicators for a visibility and air quality includg) fine particle mass and
composition, or only fine particle mass; (b) light scattering by dried ambient particles; (c) light
scattering by particles under ambient conditions; (d) light extinction calculated from separate
measurements of dry scattering and absorption or ambient scattering and absorption; (e) light
extinction measured directly; and (f) contrast transmittance of a sight path.

The selection of an indicator should consider such factors as (1) the linkage between the
indicator and visibility, (2) the cost and feasibility of monitoring the indicator to determine both
compliance with the standard and progress toward achieving the standard, (3) the nature and
severity of the interferences inherent in the available monitoring methods, (4) the relationship
between the visibility indicator and indicators for other air quality standards, and (5) the
usefulness of monitoring data in analyses which have the purpose of determining the optimum
control measures to achieve the standard.

In general there is an inverse relationship between an indicator’s ability to characterize air
quality and its ability to characterize visibility.

There is general agreement in the technical community that contrast transmittance would
not be a suitable indicator for regulatory purpodess affected by too many factors other than
air quality, such as cloud shadows, precipitation, fog, Eherefore, only the other indicators
merit consideration.

Visibility has value to individual economic agents primarily through its impact upon the
activities of consumersMost economic studies of the effects of air pollution on visibility have
focused on the aesthetic effects to the individual, which are, at this time, believed to be the most
significant economic impacts of visibility degradation caused by air pollution in the United
States.It is well established that people notice those changes in visibility conditions that are
significant enough to be perceptible to the human observer, and that visibility conditions affect
the well-being of individuals.

One way of defining the impact of visibility degradation on the consumer is to determine
the maximum amount the individual would be willing to pay to obtain improvements in
visibility or prevent visibility degradationTwo economic valuation techniques have been used

to estimate willingness to pay for changes in visibilit¥) the
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contingent valuation method, and (2) the hedonic property value mdBwdd.methods have

important limitations, and uncertainties exist in the available redeisognizing these

uncertainties is important, but the body of evidence as a whole suggests that economic values for
changes in visibility conditions are probably substantial in some cases, and that a sense of the
likely magnitude of these values can be derived from available results in some instances.
Economic studies have estimated values for two types of visibility effects potentially related to
particulate air pollution:(1) use and non-use values for preventing the types of plumes caused

by power plant emissions, visible from recreation areas in the southwestern United States; and
(2) use values of local residents for reducing or preventing increases in urban hazes in several

different locations.

8.9.2 Climate Change

Aerosols of submicron size in the Earth's atmosphere perturb the radiatiornfielc is
no doubt that anthropogenic aerosol emissions, primarily sulfur oxides, have the potential to
affect climate; the question is by how mucFhere are two chief avenues through which
aerosols impact the radiation budget of the Eaftie direct effect is that of enhanced solar
reflection by the cloud-free atmosphef&nce aerosols, even those containing some absorptive
component, are primarily reflective, their impact is felt as a negative radiative forcing (i.e., a
cooling) on the climate systermlthough there is some uncertainty in the global distribution of
such aerosols and in the chemical and radiative properties of the aerosols, the radiative effects
can still be modeled within certain bound&stimates of this forcing range fron®.3 W n¥ to
about twice that value for current conditions over pre-industrial times.

The indirect forcing results from the way in which aerosols affect cloud microphysical
properties.The most important is the effective radius of cloud droplets, which decrease in the
presence of higher concentrations of Cloud Condensation Nuclei (GMi¢ more nucleating
sites are available for droplets to forihis effect is most pronounced when the concentration,

N, is very low, and clouds are moderately reflecti@her effects are the enhancement of cloud
lifetimes and also changes in the nucleating ability of CCN through chemical chadtpesigh
estimates of the indirect effect are uncertain by at least a factor of 2, but perhaps much more, it

appears to be potentially more important than the direct
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effect. Taken together, on a global mean basis, anthropogenic emissions of aerosols could have
offset substantially the positive radiative forcing due to greenhouse gas emissigimgriority
should be given to acquiring the measurements needed to quantifying these effects with greater
accuracy.

The one crucial difference between aerosol forcing and greenhouse (gas) forcing is the
atmospheric lifetime of aerosols and gases and hence, fortiegaerosol forcing is fairly
localized, whereas the greenhouse forcing is gloDale should, therefore, expect
inter-hemispheric differences in the forcing and perhaps climate respgdasever, climate
models are not currently at the level of sophistication needed to determine climate response
unambiguously.With few exceptions, global observations of surface temperature can not

separate natural and anthropogenic causal mechanisms.
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9. EFFECTS ON MATERIALS

The deposition of airborne particles on the surface of building materials and culturally
important articles (e.g., statuary) can cause damage and soiling, thus reducing the life usefulness
and aesthetic appeal of such structures (National Research Council, 1979; Baedecker et al.,
1991). Furthermore, the presence of particles on surfaces may also exacerbate the physical and
chemical degradation of materials that normally occur when these materials are exposed to
environmental factors such as wind, sun, temperature fluctuations, and mdésyond these
effects, particles, whether suspended in the atmosphere, or already deposited on a surface, also
adsorb or absorb acidic gases from other pollutants like sulfur dioxidg #8@nitrogen
dioxide (NQ), thus serving as nucleation sites for these gaBes.deposition of "acidified"
particles on a susceptible material surface is capable of accelerating chemical degradation of the
material. Therefore, concerns about effects of particles on materials are relate both to impacts
on aesthetic appeal and physical damage to material surfaces, both of which may have serious
economic consequencelnsufficient data are available regarding perception thresholds with
respect to pollutant concentration, particle size, and chemical composition to determine the
relative roles these factors play in contributing to materials damage.

This chapter briefly discusses the effects of particle exposure on the aesthetic appeal and
physical damage to different types of building materidlsis chapter also discusses the effects
of dry deposition of acid forming gases on economically important mateFiatsnore detailed
discussion of the effects of acid gases on materials, see the 1991 National Acid Precipitation

Assessment Program report (Baedecker et al., 1991).

9.1 CORROSION AND EROSION

9.1.1 Factors Affecting Metal Corrosion

The mechanisms controlling atmospheric corrosion of metals have been thoroughly
discussed in the National Acid Precipitation Assessment Program (Baedecker et al.Jr1991).
summary, metals undergo corrosion in the absence of pollutant exposure through a series of

physical, chemical, and biological interactions involving moisture, temperature, oxygen, and
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various types of biological agentk addition to these environmental factors, atmospheric
pollutant exposure may accelerate the corrosion progasitant-induced corrosion arises

from complex interactions of the pollutant with the metal surface and the metal corrosion film.
In the absence of moisture, there would be limited pollutant-induced or nonpollutant-induced
corrosion.

The atmospheric corrosion of most metals is a diffusion-controlled electrochemical
process.For an electrochemical reaction to take place, there must exist an electromotive force
between points on the metal surface; a mechanism for charge transfer between the electronic
conductors; and a conduction path between the cathode and anode reaction centers (Haynie,
1980). The rate of corrosion is still, however, dependent upon the deposition rate and nature of
the pollutant (discussed in Chapter 3 of this document); the variability in the electrochemical
reactions; the influence of the metal protective corrosion film; the effects of the pollutant
coupled with the amount of moisture present (time-of-wetness; relative humidity) (Zhang et al.,
1993; Pitchford and McMurry, 1994; Li et al., 1993); the presence and concentration of other
surface electrolytes; and the orientation of the metal surface.

The principal form of atmospheric metal corrosion is the uniform corrosion of the metal
surface.Other forms of corrosion include pitting, grain-boundary corrosion, and stress-

corrosion cracking.

9.1.1.1 Moisture

The formation of a moisture layer (condensation) on the metal surface is dependent upon
precipitation in the form of rain, fog, mist, thawing snow and sleet, and @bevmoisture layer
provides a medium for conductive paths for electrochemical reactions and a medium for water
soluble air pollutants.

A moisture layer may also form as the result of the reaction of adsorbed water with the
metal surface or protective corrosion film, deposited particles and salts from the reaction of the
metal surface, and deposited particles with reactive g&gsarticular importance is the
production of hydrated corrosion products that increase the absorption rate of mdibwire.
presence of these hygroscopic salts can drastically decrease the critical relative humidity,

resulting in large amounts of moisture on the metal surface.



When the temperature of a metal is below the ambient dew point, water condenses on the
metal surface Whether or not the metal reaches the temperature at which condensation occurs
varies with heat transfer between ground and metal and between air andGoetinsation
occurs when the relative humidity adjacent to the surface exceeds a value in equilibrium with the
vapor pressure of a saturated solution of whatever salts are on the slifa@alution may
contain corrosion products, other hygroscopic contaminants, or bethperature, wind,
sunshine, and night sky cover then become factors in establishing corrosion rates, since they
determine whether there will be sufficient dew condensation.

The first evidence of ambient relative humidity-dependent atmospheric corrosion was
demonstrated by Vernon (1931, 193%ernon showed a dramatic increase in weight gain in
magnesium and iron samples when the relative humidity exceeded certain values (critical
relative humidities) in the presence of SMore recently, researchers have shown particle size
related effects based on relative humidity (Pitchford and McMurry, 1994ore detailed
discussion on the water content of atmospheric aerosols and its dependence on relative humidity
appears in Chapter 3 of this document.

According to Schwartz (1972), the corrosion rate of a metal could increase by 20% for
each increase of 1% in the relative humidity above the critical relative humidity \alse.
evident that relative humidity has a considerable influence on the corrosion rate, as established in
laboratory trials by Haynie and Upham (1974) and Sydberger and Ericsson (A@Rdugh
these experimental results do not support the exact rate predicted by Schwartz (1972), they do
indicate that the corrosion rate of steel increases with increasing relative humidity.

Since average relative humidity is calculated from the relative humidity distribution, an
empirical relationship exists between average relative humidity and the fraction of time some
“critical humidity value " (minimum concentration of water vapor required for corrosion to
proceed) is exceeded, assuming a relatively constant standard deviation of relative humidity
(Mansfeld and Kenkel, 1976; Sereda, 1978)e fraction of time that the surface is wet must be
zero when the average relative humidity is zero and unity when the average relative humidity is
100%. According to Haynie (1980), the following equation is the simplest single-constant first-
order curve that can be fitted to observed data:



f=@1 -Kk)ao0 - k)RH (9-1)

where

f = fraction of time relative humidity exceeds the critical value,

RH = average relative humidity, and

k = an empirical constant less than unity.

Haynie (1980) analyzed and fitted, by the least-squares method, ten quarter-year periods of
relative humidity data from St. Louis International Airport to this equatidre fraction of time
the relative humidity exceeded 90% gave a value of 0.86 fohis fraction and the data points

are plotted in Figure 9-1.
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Figure 9-1. Empirical relationship between average relative humidity and fraction of time
when a zinc sheet specimen is wet.

Source: Haynie (1980).

Time-of-Wetness Sensors
Time-of-wetness sensors, sensors that detect moisture using an electrochemical cell, have

been developed to better determine critical relative humidifies. first of these
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sensors, developed by Sereda (1958) and Tomashov (1966), measured voltage and current
changes across galvanic celidore recently, Mansfeld and Vijaykumar (1988) reported a
technique that uses single metal electrodes for detection of moisture and measurement of the
corrosion rate.

Haynie and Stiles (1992) evaluated the Mansfeld type Atmospheric Corrosion Rate
Monitor (ACRM) with 19 mo of exposure in an hourly monitored field environmBuiplicate
sensors were exposed each &t &0d 90 C. The distribution of measured currents were
bimodal for all sensors with definite minimums at around a cell resistancé&astiis between
wet and dry modesThus, the sensors can be used to measure time-of-wetness with good
reproducibility between sensors exposed at the same time in the same mamaealysis of
variance of the results revealed statistically significant differences between exposure months and
angles but not between sensofdso, there was a significant interaction between month and
exposure angleFrom these results it was concluded that the sensors are sensitive enough to
detect changes with time that are not associated with the primary effects of surface temperature
or air moisture contenfThe magnitude of the dew point/surface temperature difference when a
surface becomes wet changes with time, possibly as corrosion products and pollutant
concentrations change on the surfaBgposure angle affects time-of-wetness by changing the
surface temperaturelhe surface temperature is related to the relative sun angle and the angle
with respect to the night skylhe angle affects radiant heat transf€his effect was observed
as an interaction between seasonal change and exposurefaunger analysis of the
magnitude of the sensor responses when they were wet and comparing the results with weight
loss data and model predictions indicated that they were measuring cell resistance rather than

polarization resistance (Haynie and Stiles, 1992).

9.1.1.2 Temperature

Few recent studies were found on the effects of temperature on the corrosion process, and
earlier studies (Guttman and Sereda, 1968; Barton, 1976; Haynie et al., 1976; Guttman, 1968;
Haynie and Upham, 1974; Harker et al., 1980) disagree on the role temperature plays in the rate
of corrosion. How temperature affects the corrosion rate of metal was probably best explained

by Haynie (1980).He reported that the rate of metal corrosion is diffusion-



controlled, and that under normal temperature conditions, effects on the rate of corrosion would
likely not be observedA decrease in temperature would raise the relative humidity but decrease
diffusivity. When the temperature reaches freezing, a decrease in the overall corrosion rate
occurs because diffusion has to take place through a solid (Haynie, 1980; Biefer, 1981; Sereda,
1974). Available recent studies on the effects of temperature on metal corrosion are discussed

below in various subsections on pollutant-induced corrosion of various specific metals.

9.1.1.3 Formation of a Protective Film

The rust layer on steel is somewhat protective against further corrosion, though far less so
than the corrosion layer on zinc and coppEne content of soluble compounds in rust limits its
protection of steelRust samples analyzed by Chandler and Kilcullen (1968) and Stanners
(1970) contained 2 to 2.5% soluble ’S5énd 3 to 6% total SP The outer rust layer contained a
small amount (0.04 to 0.2%) of soluble S@ompared with 2% in the inner rust laydihe
concentration of insoluble $Qvas fairly uniform throughout the rust layers.

The composition of the rust layer has led to studies of the corrosion protective properties of
rust as a function of exposure pattern (Nriagu, 1978; Sydberger, 1S#&&). samples initially
exposed to low concentrations of sulfur oxides jS(0d then moved to sites of higher, SO
concentrations corroded at a slower rate than did samples continuously exposed to the higher
concentrations Exposure tests started in summer showed slower corrosion rates during the first
years of exposure than those started in winter.

The long-term corrosion rate of steel appears to depend on changes in the composition and
structure of the rust layeDuring the initiation period, which varies with the Sf@ncentration
and other accelerating factors, the rate of corrosion increases with time (Barton,B&d&)se
it is porous and non-adherent, the rust initially formed offers no protection and may accelerate
corrosion by retaining hygroscopic sulfates and chlorides, producing a micro-environment with a
high moisture contentThis is consistent with the concept of sulfate nests discussed by Kucera
and Mattsson (1987)After the initiation stage, the corrosion rate decreases as the protective
properties of the rust layer improv8atake and Moroishi (1974) relate this slowing down to a

decrease in the porosity of the rust layer.



During a third and final stage, corrosion attains a constant rate and the amoufitiof$Dis
proportional to atmospheric S@oncentrationsThe quantitative determination and subsequent
interpretation of corrosion rates becomes difficult if it is not known how long the metal has had
a surface layer of electrolyt&/ariations in the "wet states" occur with relative humidity,
temperature, rain, dew, fog, evaporation, wind, and surface orient&apillary condensation

in rust can be related to the minimum atmospheric moisture content that allows corrosion to
occur (i.e., critical relative humidity)Centers of capillary condensation of moisture on metals
can occur in cracks, on dust particles on the metal surface, and in the pores of the rust
(Tomashov, 1966).

9.1.2 Development of a Generic Dose-Response Function

There are several factors that are important in the corrosion prdeests the rate of
corrosion is decreased in the absence of moisture (moisture |&ga9ndly, the deposition rate
of a pollutant is more important in determining the rate of corrosion than the pollutant
concentration.Lastly, the protective corrosion layer may be affected by either dry or wet
deposition. A generic semi-theoretical model has been developed that takes into account these
factors (Edney et al., 1986; Haynie, 1988; Haynie et al., 1990; and Spence et al., Tt@92).
model is based on the relative rates of the competing processes of buildup and dissolution of
protective corrosion product filmgt is a mathematical function that expresses the relationship

between corrosion and environmental factdree general form of the equation is:

C=bt_ +al(Dcldt ) (9-2)

or a transcendental form:

C =0t +a(1 - exp[-Bc/a])/b (9-3)

where C is the amount of corrosiopjg time-of-wetness, a is a film diffusivity term, and b is a
film dissolution rate.The last two terms are associated with the conditions of the environment
and the corrosion product filnF-or long-term exposures, the exponential term approaches zero

and the film reaches a steady state thickn&bg equation simplifies to the linear form:



C=Dbt_ +alb. (9-4)

It is in determining the magnitude of the term b that the effects of pollution on corrosion can be
analyzed.More detailed discussion of a generic dose-response function comparing metal
corrosion in the absence of pollution and acidic dry deposition of acidic aerosols appears in
Baedecker et al. (1991).

9.1.3 Studies on Metals
9.1.3.1 Acid-Forming Aerosols
Ferrous Metals

Ferrous metals include iron, steel, and steel all@tainless steels, incorporating
chromium, molybdenum, and nickel, are highly corrosion resistant because of the protective
properties of the oxide corrosion film; however, in more polluted areas, the oxide corrosion film
becomes less protectivBased on early studies, reported in the National Acid Precipitation
Assessment Program report (Baedecker et al., 1991), most steels are susceptible to corrosion
from pollutant exposure unless covered by an organic or metallic covditegrate of
corrosion was related to the amount of,§Cthe atmosphere, showing increasing rates of
corrosion with increasing concentrations of,S®he rate of corrosion was also found to depend
on the deposition rate of SO

A recent report by Butlin et al. (1992a) also demonstrated that the corrosion of mild steel
and galvanized steel was s@ependent.These researchers monitored the corrosion of steel
samples by SOand ozone (Q under artificially fumigated environmental conditions, and, NO
under natural conditionsThe natural meteorological conditions of the areas were unaltered.
Annual average Soncentrations ranged from 2«/m?in a rural area to 6Qg/nT in one of
the SQ-fumigated locationsAnnual average NQconcentrations ranged from 1&g/ in the
most rural area to 61/8y/n7 in the most polluted area hey found that corrosion of the steel
samples was more dependent on the long-tergc8arentration and was only minimumly

affected by nitrogen oxides (NJO



Aluminum and Aluminum Alloys

Aluminum is generally considered corrosion resistant, but when exposed to very high SO
concentrations and relative humidities above 50%, aluminum will corrode rapidly, forming a
hydrated aluminum sulfatéVhen aluminum is exposed to low concentrations of acid sulfate
particles, a protective aluminum oxide film is formed.

Early evaluations of the effects of Séposure on aluminum indicated that corrosion of
aluminum by SQwas exposure-dependent and insignificant, based on loss of metal thickness
(Haynie, 1976; Fink et al., 1971However, Haynie (1976) reported S€xposure-related loss
in bending strength in the aluminum samples.

In a more recent study, Butlin et al. (1992a) reported that aluminum corrosion was
insignificant in SQ-spiked environmentsThe aluminum samples were exposed under natural
environmental conditions (29 sites) for up to 2 yeditse corrosion was greater and often more
patchy on the underside of some of the metal samples.authors attributed the increased
corrosion on the underside of some samples to the lack of pollutant washoff by rain and an
increased concentration of particulate matter (dust) in those test areas.

Aluminum alloy 3003-H14 was exposed to various acid forming aerosols and particles as
part of the National Acid Precipitation Assessment Program (Baedecker et al., 1991).
Aluminum samples were exposed at 5 sites (Newcomb, NY, Chester, NJ, Washington, DC,
Steubenville, OH, and Research Triangle Park, N@)trosion after 60 mo of exposure, as
measured by weight loss, was more than three times greater at the industrial site (NJ) than at
rural sites.Particulate matter concentrations ranged fronad/n’ in NY to 60.g/m® in OH
and DC. The concentration ranges for other pollutants at the 5 sites appears in Taldedr1.
at the industrial site the corrosion rate was very low at a factor of about 10 less than for
Galvalume (aluminum-zinc)The exposure time and the average corrosion rate by site is listed
in Table 9-2.

Copper and Copper Alloys

Graedel et al. (1987) studied the chemical composition of patinas exposed in the greater
New York area for from 1 to 100 years and compared the results with estimated dry and wet
deposition of pollutants between 1886 and 198B8ey concluded that the long-term corrosion

of copper was not controlled by deposition of pollutants, but rather, it was more
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TABLE 9-1. ANNUAL AVERAGE AND MAXIMUM VALUES OF THE HOURLY
AVERAGES FOR SULFUR DIOXIDE (SO,), NITROGEN OXIDE (NO,),
AND OZONE (O;) AND ANNUAL AVERAGES OF THE MONTHLY AVERAGES
OF RAIN pH AT THE FIVE MATERIAL EXPOSURE SITES, BASED
ON DATA ACQUIRED DURING 1986°

Particulate

SO, (pph) NO, (ppb) O, (ppb) Matter (g/n)
Site.  Avg. Max. Avg. Max. Avg. Max. Avg. Avg.
NC 2+4 45 1449 65 25421 99 35 4.33
DC 1249 91 28112 91 17+16 99 60 4.10
NJ 617 87 14+10 98 30+£20 114 30 4.16
NY 2+3 29 242 21 3014 99 14 4.28
OH 15+#17 450 19+11 98 19417 94 60 3.90

*The + errors are estimates of one standard deviation on a single hourly average based on the dispersion of the
data.

Source: Baedecker et al. (1991).

TABLE 9-2. AVERAGE CORROSION RATES FOR 3003-H14 ALUMINUM
OBTAINED DURING THE NATIONAL ACID PRECIPITATION ASSESSMENT
PROGRAM BETWEEN 1982 AND 1987

Site Exposure Time (y) Average Corrosion Rateifn/y)
NC 5 0.036
DC 5 0.069
NJ 5 0.106
NY 5 0.036
OH 1 0.056

Source: Baedecker et al. (1991).

likely controlled by the availability of copper to react with deposited pollutartie. patina, that

is mostly basic sulfate, is not readily dissolved by acids and thus provides significant protection
for the substrate metaHowever, according to Simpson and Horrobin (1970), the formation of
these basic copper salts can take as long as 5 or more years and will vary with the concentration
of SQ, or chloride particles, the humidity, and the temperature.
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Butlin et al. (1992a) reported an average rate for copper corrosion of Jnfy2n 19 of
29 sites evaluatedn areas where there was above averagg 188ss loss ranged from 1.5 to
1.75 umly. The lowest recorded mass loss was QB8By in an area with low precipitation and
low SO,. The maximum pit depth over a 2-year period wag 63

Meakin et al. (1992) reported on the atmospheric degradation of monumental bronzes.
They measured ion concentrations in rain run off from brigade markers at the Gettysburg
National Military Park as well as rain sampléhere was a very strong correlation between
copper and sulfate ions with a regression coefficient not significantly different from the
stoichiometric value for cupric sulfatdhere appeared to be little correlation between the
acidity of the run off and the acidity of the rain fall on the markéng. deposition between rain
events was concluded to dominate the soluble corrosion of the bronze.

Because of the complexity of the patina formation, few damage functions have been
reported and most of those that have been reported were based on short-term data when the
patina had not develope@orrosion rates of 0.5 to/m/y have been predicted by these
equations.However, the values greatly over estimate long-term damage and would be
misleading in an economic assessment.

Although limited to 5 years of exposure, the National Acid Precipitation Assessment
Program study (Baedecker et al., 1991; Cramer et al., 1989) may be useful in evaluating the
affects of SQon copper because it analyzed 110 Cu soluble corrosion data with components of
the previously discussed generic damage funcfidre average total corrosion rate between
3 and 5 years was abougn/y but the soluble portion was less than a third of that which could
be statistically attributed to SOThe resulting coefficient for the product of Siiines the time-
of-wetness was 0.18 cm/s which has the units of a deposition vel®tityterm may be
multiplied by a stoichiometric conversion factor to get a corrosion k&ith SO, expressed in
mg/nt and time-of-wetness in years, the conversion factquiioly of Cu to cupric sulfate is
0.035. The coefficient is 0.0063 and for an average concentration of 20%0H8Q, the
resulting corrosion rate is 0.126n/y of wetnesslf the surface is wet only a quarter of the
time, the corrosion rate attributable to S®around 0.03:m/y. If the patina color has aesthetic
value, and SQaccelerates the formation, then, in the case of Cu, the presencerb§pOe

beneficial.
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Zinc and Galvanized Steel

In the presence of moisture and oxygen, zinc will form an initial corrosion product of zinc
hydroxide. Carbon dioxide (CQ) in the atmosphere further reacts with this film to form basic
zinc carbonatesThis corrosion product is insoluble in neutral environments but dissolves in
both strong acids and strong basgsc is electrochemically more active than ird@oating
steel with zinc provides a protection to the steel substrate against atmospheric corrosion.

Many studies conducted on the corrosive properties of zinc and zinc products are
extensively evaluated in the National Acid Precipitation Assessment Program report (Baedecker
et al., 1991).Two of the studies, conducted over a 20-year period, showed zinc corrosion rates
of 0.22 to 7.85um/y from 1931 to 1951 and 0.6 to 3:f/y from 1957 to 1977 (Anderson,
1956; Showak and Dunbar, 1988tate College, PA was the only site common to both studies.
The corrosion rates were 1.13 and An2ly.

Harker et al. (1980) examined the variables controlling the corrosion of zinc lan80

sulfuric acid (HSO,). Experimental conditions were selected from the following ranges:

Temperature 12 to 20°C
Relative humidity 65 to 100%
Mean flow velocity 0.5to 8 m/s
Sulfur dioxide concentration 46 to 216 ppb
Sulfate aerosol mass concentration 1.2 mg/ni
Aerosol size distribution 0.1 to 1.0um

The factors controlling the rate of corrosion were found to be relative humidity, pollutant
flux, and the chemical form of the pollutar@orrosion occurred only when the relative
humidity was greater than 60% he deposition velocities were 0.07 cm/s for 0.1 to 1.0 ppm
H,SO, aerosols and 0.93 cm/s for S& a friction velocity of 35 cm/sThe results indicate that
SQ-induced corrosion of zinc proceeds at a rate approximately a factor of two greater than that
for the equivalent amount of depositegbB, aerosol. Temperature did not appear to be a
controlling factor within the range 12 to 2C.
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Edney et al. (1986) conducted controlled environmental chamber experiments on
unexposed galvanized steel panels to determine the rate at whide@its to fresh test
panels and the fate of the deposited compouhaing exposure, dew was periodically
produced on some of the panefster exposure, samples were washed with sprays of different
pH levels to simulate acidic wet depositiofhe runoff samples were analyzed for corrosion
product ions.

In the absence of dew, deposited,3@s absorbedWith dew present, the absorption rate
increased substantiallyAt a chamber flow rate of 3 m/s, the flux of S0 the panel surfaces
was directly proportional to the air concentration and the regression slope represents a deposition
velocity of 0.9 cm/s.A linear regression slope between zinc and sulfate in the runoff was 1.06,
which is consistent with a stoichiometric reaction.

The National Acid Precipitation Assessment Program (Baedecker et al., 1991; Cramer et
al., 1989) included zinc and galvanized steel panels in its field exposure experiments in
Newcomb, NY, Newark, NJ, Washington, DC, Research Triangle Park, NC, and Steubenville,
OH. The NC and OH sites were the only two of the 5 sites that had covers and spray devices set
up to separate the effects of wet and dry deposition of pollutAittsjuality, meteorological
parameters, and rain chemistry were determined at all §asoff samples were collected and
analyzed for both ambient rain and the deionized water spray.

In general, the rolled zinc corrosion rates were larger than those found for the galvanized
steel panels, most likely because of a protective chromate treatment that had been factory applied
to the galvanized steeThe deposition of SQwas one of several corrosion contributing factors.

The concentrations of S@t the different sites varied by as much as a factor of 10, but the
corrosion rates were within a factor of 2 (see Table 98)lutant concentrations at the 5
exposure sites appear in Table 9-1.

At the NC and OH sites, exposed samples of both zinc and galvanized steel corroded more
than similar samples exposed to the clean simulated Adinough SQ levels were higher at
the OH site, the deionized water spray samples corroded about the same at borhisites.
result, together with high levels of particles at the industrial OH site, may indicate that much of
the deposited SQvas neutralized by dry deposited alkaline particles.

Cramer et al. (1989) did a preliminary analysis of the soluble fraction of the total zinc

corrosion with respect to the model of the generic damage fundiloemultiple regression
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TABLE 9-3. AVERAGE CORROSION RATES FOR ROLLED ZINC AND
GALVANIZED STEEL OBTAINED DURING THE NATIONAL
ACID PRECIPIT ATION ASSESSMENT PROGRAM FIELD EXPERIMENTS

Average Corrosion Ratein/y)

Site Exposure Time (y) Rolled Zinc Galvanized Steel
NC 5 0.81 0.73
DC 5 1.27 0.71
NJ 5 1.32 0.99
NY 5 0.63 0.63
OH 1 1.33 0.99

Source: Baedecker et al. (1991)

analysis gave significant coefficients for S@ydrogen ions (H, and CQin precipitation. The
coefficient for SQwas not significantly different from stoichiometric for both the rolled zinc
and the chromated galvanized stedbst of the zinc corrosion product was solubtéaynie
et al. (1990) have calculated the solubility of basic zinc carbonate in equilibrium with water
containing CQ. Zinc solubility is very temperature dependent due to the strong inverse
dependence of C@Qolubility in water, leading to increased dissolution of the corrosion products
as the ambient temperature decreases.

In the study reported by Butlin et al. (1992a), galvanzied steel was found to corrode at a
rate of 1.45.m/y (high precipitation, low S{to 4.25um/y (high SQ). Galvanized steel
samples from the area of low rainfall and low,®@d a corrosion rate of 1.53n/y.
Metallographical evaluation of the galvanized steel samples showed only superficial corrosion
with no penetration of the zinc coating.

The various factors that contribute to the corrosion of zinc and galvanized steel are
discussed in more detail in terms of the model of the generic damage function in Spence and
Haynie (1990), Haynie et al. (1990), and Spence et al. (1998).combined terms of the long-

term form of the model are:

C=F+C,+C, +Cpu (9-5)
where C is total corrosion pm, F is the equivalent thickness of zinc remaining in the insoluble
corrosion product film and, at steady state, is equal to g/is,t@e corrosion

9-14



associated with deposition of SBoth in wet and dry periods, ang s the corrosion due to

rain acidity (H and dissolved C. The SQ contribution, G, is expressed as follows:

C,=0.045V,(SO,)t_ +1.29 x 10 A N (9-6)

where,

C, = zinc corrosiongm

V, = deposition velocity (wind speed, shape, and size dependent), cm/s

SQ, = ambient SQconcentration, mg/fn

A, = ratio of actual to apparent surface area

N = number of times surface is dry during the exposure period.

The first additive term represents corrosion from the dry deposition pfi8g periods
of wetness caused by condensation (dew), and the second term is the corrosion associated with
the adsorption of a monolayer of Sduring periods of dryness.

In the absence of sufficient data to accurately determine each of the terms, Haynie et al.
(1990), and Spence et al. (1992) have applied assumed values for flat galvanized specimens
(different sizes), large sheets, and wire with reasonable suddess.recently, Cramer and
Baker (1993) have applied the generic damage function to predict the expected life of the
restored tin plated roof of Monticelldfhus, the model can be used to assess the economic

effects of atmospheric corrosion on several metals, especially zinc.

9.1.3.2 Particles

Only limited information is available on the effects of particles alone on mé&alsdwin
et al. (1969) reported damage to steel, protected with a nylon screen, exposed to quartz particles.
The damage did not, however, become substantial until the particle size exceaueB&rton
(1958) found that dust contributed to the early stages of metal corrddiereffect of dust was
lessened as the rust layer form&ther early studies also indicated that suspended particles can
play a significant role in metal corrosioSanyal and Singhania (1956) wrote that particles,
along with other cofactors and §@romoted the corrosion of metals in Inddocom and
Grappone (1976) and Johnson et al. (1977) reported that moist air containing both particles and
SQ, resulted in a more rapid corrosion rate than air polluted withai@e. Russell (1976)

stated that particles serve as points for
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the concentration of active ionic species on electrical contact surfaces, thereby increasing the
corrosion rate of SO However, other studies have not established a conclusive statistical
correlation between total suspended particulates (TSP) and corrosion, possibly due to data
limitations (Mansfeld, 1980; Haynie and Upham, 1974; and Upham, 1967; Yocom and Upham,
1977).

Edney et al. (1989) reported on the effects of particleg, [$Q,, and Q on galvanized
steel panels exposed under actual field conditions in Research Triangle Park, NC, and
Steubenville, OH, between April 25 and December 28, 198 panels were exposed under
the following conditions:(1) dry deposition only; (2) dry plus ambient wet deposition; and (3)
dry deposition plus deionized wateFhe average concentrations for 3 ppb) and
particulate matter (ipg/m°) was 22 ppb and 70g/m® and <1 ppb and 32g/m?® for
Steubenville and Research Triangle Park, respectiByyanalyzing the runoff from the steel
panel the authors concluded that the dissolution of the steel corrosion products for both sites was
likely the result of deposited gas phase, 8@the metal surface and not particulate sulfate.

Dean and Anthony (1988) investigated the atmospheric corrosion of unstressed wrought
aluminum alloys at three sites representing industrial, marine, and coastal-industrial
environments.After 10 years of exposure, degradation was measured by several mbays.
reached the following conclusion§l) a sooty industrial environment is far more damaging than
a warm, salt-laden seacoast atmosphere, (2) by far the most noticeable effect of prolonged
atmospheric exposure is loss of ductility in susceptible alloys, and (3) sacrificial cladding
completely eliminates ductility loss.

Walton et al. (1982) performed a laboratory study of the direct and synergistic effects of
different types of particles and S@n the corrosion of aluminum, iron, and zinihe four most
aggressive species were salt and salt/sand from marine or deiced locations, ash from iron
smelters, ash from municipal incinerators, and coal mine dibtsashes of various types were
less aggressiveCoal ash with SQdid promote corrosion but oil fly ash was relatively
noncorrosive.This suggests that catalytic species in the ash promote the oxidationaficdO
the presence of S@lone is not sufficient to accelerate corrosi@ther laboratory studies of
metal corrosion provide considerable evidence that the catalytic effect is not significant and that

atmospheric corrosion rates are dependent on the
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conductance of the thin-film surface electrolyte and that the first-order effect of contaminant
particles is to increase solution conductance, and, hence corrosion rates (Skerry et al., 1988a,b;
Askey et al., 1993).

9.1.4 Paints

Paints, opaque film coatings, are by far the dominant class of manmade materials exposed
to air pollutants in both indoor and outdoor environmeRi@ints are used as decorative
coverings and protective coatings against environmental elements on a variety of finishes
including woods, metals, cement, asphalt, etc.

Paints primarily consists of two componentise film forming component and the
pigments. Paints undergo natural weathering processes from exposure to environmental factors
such as sunlight (ultraviolet light), moisture, fungi, and varying temperatlresldition to the
natural weathering from exposure to environmental factors, evidence exists that demonstrates
pollutants affect the durability of paint (National Research Council, 1979).

Paint failure may be manifested by two general degradation matiesfirst involves the
paint surface and includes paint discoloration, chalking, loss of gloss, and ef@gioherosion
can be measured by loss of thickness of the paint |ayer.second is degradation at the
paint/substrate interface, which can be manifested as loss of adhesion leading to blistering and
peeling.

In paint formulas, the ratio of pigments to film formers is important to the overall
properties of gloss, hardness, and permeability to wéténe amount of film former is too low,
soiling is increased and the paint may lose the film flexibility needed for durability and become
brittle.

9.1.4.1 Acid-Forming Aerosols

Paint films permeable to water are also susceptible to penetration,lmn&SG
aerosols.Baedecker et al. (1991) reviewed about twenty papers (1958 to 1985) dealing with
solubility and permeability of SOn paints and polymer filmsPermeation and adsorption rates
varied by as much as several orders of magnitude depending on formuldteynconcluded
that unpigmented polymer films have a large range of permeabilities but that the polymers used

in paint formulations generally do not form barriers to, 8ither in the
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gaseous state or in solution as sulfurous asithough 20% of the absorbed SWas retained
in alkyd/melamine and epoxide films and probably reacted with the polymer, there appears to be
little degradation to the polymer itself from S& low concentrationsAbsorption is inhibited
by pigments; those pigments that can catalyze the oxidation air®scavenge the resulting
sulfate ions can limit the penetration even more than can typical pigments.

Concentrations of SGound in fog or near industrial sites can increase the drying and
hardening times of certain kinds of paint$olbrow (1962) found that the drying time of
linseed, tung, and certain castor oil paint films increased by 50 to 100% on exposure to 2,620 to
5,240ug/m? (1 to 2 ppm) SQ The touch-dry and hard-dry times of alkyl and oleoresinous
paints with titanium dioxide pigments were also reported to increase substantially; however, the
exposure time of the wet films was not report@aalysis of the dried films indicated that SO
chemically reacted with the drying oils, altering the oxidation-polymerization probless.
studies have been reported on the effects gfdd@he drying of latex paints.

Spence et al. (1975) conducted a controlled exposure study to determine the effects of
gaseous pollutants on four classes of exterior pagitsase house paint, vinyl-acrylic latex
house paint, and vinyl and acrylic coil coatings for met@lse house paints were sprayed on
aluminum panelsThe coil coating panels were cut from commercially painted stBelkcorded
paint thickness was oil-base paint film, @&; acrylic latex, 4%:m; vinyl coil coating, 27.m;
and acrylic coil coating, 20m. Temperature, humidity, and $@78.6 and 1,310.g/n7), NO,
(94 and 94Qug/n7’), and Q (156.8 and 98@g/nT) exposures were controlle€ach exposure
chamber had a xenon arc lamp to provide ultraviolet radiafiotiew/light cycle was included;
light exposure time was followed by a dark period during which coolant circulated through racks
holding the specimens, thereby forming dew on the paiish dew/light cycle lasted 40 min
and consisted of 20 min of darkness with formation of dew, followed by 20 min under the xenon
arc. The total exposure time was 1,000amage was measured after 200 h, 500 h, and 1,000
h by loss of both weight and film thickneds. evaluating the data, loss of weight was converted

to equivalent loss of film thickness.
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Visual examination of the panels coated with oil-base house paint revealed that all
exposure conditions caused considerable damalge.erosion rate varied from 28.3 to 79.14
umly, with an average of Gdm/y. The investigators concluded that S4d relative humidity
markedly affected the rate of erosion of oil-base house pairg.presence of NOncreased the
weight of the paint film.A multiple linear regression on S@oncentration and relative

humidity yielded the following relation:

E = 14.3 + 0.0151 SG- 0.388 RH (9-7)

where

E = erosion rate ipmly,

SQ, = concentration of SOn ng/n?, and

RH = relative humidity in percent.
The authors reported the 95% tolerance limits on 99% of the calculated rates to/ve/y44

Blisters formed on the acrylic latex house paint at the highle&8@lIs. The blisters
resulted from severe pitting and buildup of aluminum corrosion products on the subEheate.
paint acted as a membrane retaining moisture under the surface and excluding oxygen that would
passivate the aluminunThe vinyl coating and the acrylic coating are resistant tp S0e
visual appearance of the vinyl coil coating showed no damBige.average erosion rate was
low, 3.29 umly. The average erosion rate for a clean air exposure wagh39 The acrylic
coil coating showed an average erosion rate of Qb/§ (Spence et al., 1975).

A study of the effects of air pollutants on paint, under laboratory controlled conditions,
was conducted by Campbell et al. (197%he paints studied included oil and acrylic latex
house paints, a coil coating, automotive refinish, and an alkyd industrial maintenance coating.
These coatings were exposed to clean aig,&@62 and 2,620g/n’, and Q at 196 and 1,960
ug/m?. Light, temperature, and relative humidity were controlledaddition, one-half of the
coatings were shaded during the laboratory expos@iesilar panels (half facing north) were
exposed at field sites in Leeds, ND; Valparaiso, IN; Research Center, Chicago, IL; and Los
Angeles, CA.
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The laboratory exposure chamber operated on a 2-h light-dew cycle (i.e., 1 h of xenon
light at 70% relative humidity and a temperature of 68ollowed by 1 h of darkness at 100%
relative humidity and a temperature of 48). Coating erosion rates were calculated after
exposure periods of 400, 700, and 1,00@&osion rates for samples exposed to the lowest
exposure concentrations were not significantly different from values for clean air exposures due
to the high variability of the datal'he erosion rates on the shaded specimens were significantly
less than the unshaded panel results; panels facing north were also less Atrtaedighest
exposure concentrations, erosion rates were significantly greater than controls for both
pollutants, with oil-base house paint experiencing the largest erosion rate increases, latex and
coil coatings moderate increases, and the industrial maintenance coating and automotive refinish
the smallest increases (Yocom and Grappone, 1976; Yocom and Upham, 1977; and Campbell
et al., 1974).Coatings that contained extender pigments, particularly calcium carbonate
(CaCQ), showed the greatest erosion rates from thgeR@osures Results of field exposures
also support these conclusions (Campbell et al., 1974).

Haynie and Spence (1984) evaluated data on two house paints that were exposed for up to
30 mo at 9 environmental monitoring sites in the St. Louis, MO arba.paints were
formulated with and without CaC@nd applied to stainless steel panéiltiple regression
analysis of mass loss versus the environmental variables revealed no statistical differences
associated with SO

Hendricks and Balik (1990) evaluated the effects of &Ofree films of paint and the latex
polymer for one of the paints and established diffusion coefficients fpinSfe various
formulations. Pigments, as well as fillers such as CgGaere found to decrease the diffusion
coefficient. A latex polymer desorbed all S@hen placed in a vacuum but an alkyd retained
approximately 15 to 20% S@ven after several dayXu and Balik (1989, 1990) concluded
that the gas had reacted with the polymer in the pdingy also determined quantitatively the
rate of CaCQremoval from paints exposed to different pH levels of sulfurous acid or distilled
water (weak carbonic acid) he rates of dissolution were dependent on acid strength but
removal was complete for all acidfhe mass loss was 27%. similar paint without CaCQ
lost only 7%.

Patil et al. (1990) reported that certain combinations gft5O/UV light (high SQ

levels) had detrimental effects when they were evaluating various techniques for measuring
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film degradation.Mechanical properties were dominated by cross-linkMnile SO, had little

effect when dry, there was considerable chain scissioning when exposesianker et al.

(1990) found that after exposing the polymer to/8¥ light that there was a decrease in

carbonyl signal associated with the acrylate group, whereas no decrease in carbonyl signal was
associated with samples exposed to UV light alofteey reported a synergistic effect on

polymer degradation between UV light and,$@der both wet and dry conditions.

Edney (1989) and Edney et al. (1988, 1989) measured the chemical composition of runoff
from painted red cedar and zinc panels exposed at field sites in Raleigh, NC, and Steubenville,
OH, and in controlled chamberacidic gases such as $énd nitric acid dissolved alkaline
(CaCQ or ZnO) components in the paint.

Williams et al. (1987) demonstrated that weathering of wood prior to painting decreases
the adhesion of paintSignificant decreases in paint adhesion were noted in panels weathered
for 4 weeks and those weathered for 16 weeks had about a 50% decrease in adhesive strength.
In similar studies, it was shown that acid treatment of specimens during weathering increased the
rate of surface deterioration; the rate of wood weathering increased by as much as 50% when it
was exposed to sulfurous, sulfuric, or nitric acids (Williams, 1987, 1988).

As part of the National Acid Precipitation Assessment Program, Davis et al. (1990) studied
the effects of SQon oil/alkyd systems on steel using a custom designed exposure chamber in
which a dew cycle could be simulateinergy dispersive X-ray microscopy scans were made
across primer/paint cross-sectiorgamples were exposed to 1 ppm, 8090 to 95% relative
humidity, and thermally cycled (12-h dew cycle followed by 12-h drying period) or the chamber
was maintained at a constant temperat@entrols were exposed under similar conditions but
without SQ. All samples gained weight after 7 days of exposUitee greatest weight gain was
noted in the cyclic samples (30 to 40% more than those samples maintained under constant
temperatures)After 28 days to cyclic (dew/drying) conditions samples exposed jth&D
rusted scribe marks while the controls showed only light rust.

As the specimens were exposed in the chamber, the tensile strength decreased significantly
and the locus of failure shifted from within the coating system to the primer-metal interface.

The relationship of tensile strength to metal/primer failure was
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approximately linear, suggesting that the decrease in tensile strength was dominated by a loss or

weakening of adhesion between the substrate and the primer (Davis et al., 1990).

9.1.4.2 Particles

Several studies suggest that particles serve as carriers of other more corrosive pollutants,
allowing the pollutants to reach the underlying surface or serve as concentration sites for other
pollutants (Cowling and Roberts, 1954).

Reports have indicated that particles can damage automobile finlshas.early study,
staining and pitting of automobile finishes was reported in industrial aféesdamage was
traced to iron particles emitted for nearby plants (Fochtman and Langer, T3&7Ygral Motors
conducted a field test to determine the effect of various meteorological events, the chemical
composition of rain and dew, and the ambient air composition during the event, on automotive
paint finishes.The study was conducted in Jacksonville, Fainted (basecoat/clearcoat
technology) steel panels were exposed for varying time periods, under protected and unprotected
conditions. Damage to paint finishes appeared as circular, elliptical, or irregular spots, that
remained after washingJsing scanning electron microscopy (high magnification) the spots
appeared as crater-like deformities in the paint finiShemical analyses of the deposit
determined calcium sulfate to be the predominant speltiasas concluded that calcium sulfate
was formed on the paints surface by the reaction of calcium from dust and sulfuric acid
contained in rain or dewTl'he damage to the paint finish increased with increasing days of
exposure (Wolff et al., 1990)Table 9-4 contains the atmospheric pollutants and their
concentrations during the study.

The formulation of the paint will affect the paint's durability under exposure to varying
environmental factors and pollution; however, failure of the paint system results in the need for

more frequent repainting and additional cost.

9.1.5 Stone and Concrete

Air pollutants are known to damage various building stoi@Esne of the more susceptible
stones are the calcareous stones, such as limestone, marble and carbonated cemerited stone.
deterioration of inorganic building materials occurs initially through surface weathering.

Moisture and salts are considered the most important factors in building

9-22



TABLE 9-4. SUMMARY OF MEASURED PARAMETERS IN
JACKSONVILLE, FLORIDA
(Statistics based on 8-h samples)

Overalf
Standard
Variable Meah Deviation Maximunf
Fine particulatés(ug/nv) 22.2 11.0 58.2
Particulate mattéyw.g/nr) 38.7 15.9 89.8
Total suspended particulatesy(nT) 55.8 22.2 129.2
Fine sulfate's(ug/nr) 6.9 4.6 18.1
Sulfate$§ («g/m®) 7.7 4.9 18.9
Sulfur dioxide (.g/nr) 6.7 9.8 56.6
Fine ammoniumgg/nr) 2.5 1.5 7.8
Fine organic carbon./nr) 2.0 1.3 6.4
Organic carboh(ug/nt) 4.4 2.8 12.9
Fine elemental carbopg/nr) 1.3 1.1 5.4
Elemental carbdi(ug/nr) 1.8 1.8 8.5
Fine calcium (ng/r) 284.0 224.0 1,145.0
Calcium (ng/r) 3,572.0 3,850.0 21,073.0
Fine silica (ng/m) 132.0 214.0 1,797.0
Silica® (ng/nt) 995.0 909.0 6,572.0
Potassiurh(ng/nt) 348.0 140.0 920.0
Titaniunf (ng/n?) 42.0 38.0 237.0
Iron® (ng/n?) 421.0 388.0 3,090.0
Total nitrates («g/f) 1.3 1.3 8.4
Nitric acid («g/nr) 0.7 1.2 7.8
Fine nitratesg/nr) 0.6 0.3 1.5
Nitrogen oxide (ppb) 3.1 4.0 19.2
Nitrogen dioxide (ppb) 8.8 5.9 32.3
Oxone (maximum) (ppb) 48.0 20.2 93.0

®verall = combination of three daily 8-h samples.
®Mean daily ozone maximum.

‘Maximum ozone concentration over the study period.
4<2.5um.

*PM,, variables.

'<2.5um.

Source: Wolff et al. (1990).
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material damageMany researchers believe that the mechanism of damage from air pollution
involves the formation of salts from reactions in the stone; subsequently, these surface salts
dissolve in moist air and are washed away by rainfalckat (1977) reported goodorrelation
with stone damage and Saptake. Riederer (1974) and Niesel (1979) reported that stone
damage is predominantly associated with relative humidity >65% and freeze/thaw weathering.
Still other researchers suggest that microorganisms must also be considered in order to quantify
damage to building materials due to ambient pollutant exposure (Winkler, 1966; Riederer, 1974;
Krumbein and Lange, 1978; Eckhardt, 1978; Hansen, 19B@fur chemoautotrophs are well
known for the damage they can cause to inorganic matefiaisse microorganisms (e.g.,
Thiobacillus) convert reduced forms of sulfur tg83, (Anderson, 1978) and the presence of
sulfur oxidizing bacteria on exposed monuments has been confirmed (Vero and Sila, T1#76).
relative importance of biological, chemical, and physical mechanisms, however, have not been
systematically investigatedl hus, damage functions definitely quantifying the relationship of
pollutant concentrations to stone and concrete deterioration are not available in the literature.

Baedecker et al. (1991) reviewed the published literature on calcareous stones and
concluded that the most significant damage to these stones resulted from the exposure to natural
constituents of nonpolluted rain water; carbonic acid from the reaction piiffOrain reacts
with the calcium in the stonéBased on the work conducted by the National Acid Precipitation
Assessment Program, 10% of chemical weathering of marble and limestone was caused by wet
deposition of hydrogen ions from all acid speciBsy deposition of SQbetween rain events
caused 5 to 20% of the chemical erosion of stone and the dry deposition of nitric acid was
responsible for 2 to 6% of the erosion (Baedecker et al., 1991).

Niesel (1979) completed a literature review on the weathering of building stone in
atmospheres containing S@hich includes references from 1700 to 19t9summary,
he reported that weathering of porous building stone containing lime is generally characterized
by accumulation of calcium sulfate dihydrate in the near-surface reglaneffect of
atmospheric pollutants on the rate of weathering is believed to be predominantly controlled by
the stone's permeability and moisture contéfigrating moisture serves primarily as a transport
medium. Sulfur dioxide is sorbed and thus can be translocated internally while being oxidized

to sulfates.Reacting components of the building stone are
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thus leached, the more soluble compounds inward and the less soluble toward the surface, often
forming a surface crust.
Sengupta and de Gast (1972) reported thgtsBption causes physical changes in stone
involving changes in porosity and water retenti®@®@moval of CaCQchanges the physical
nature of the stone surfac&he hard, nonporous layer that forms as a result of alternate freezing
and thawing may blister, exfoliate, and separate from the surfieite stone contains some
substances that are unaffected by, 3k surface can deteriorate unevenife conversion of
CaCQ to calcium sulfate results in a type of efflorescence called "crystallization spalling."
Baedecker et al. (1992) reported the results of a study on carbonate stone conducted as a
part of National Acid Precipitation Assessment Progr&mnysical measurements of the
recession of test stones exposed to ambient conditions at an anglé@h8@zontal at 5 sites
ranged from 15 to 30m/y for marble and from 25 to 44m/y for limestone and were
approximately double the recession estimates based on the observed calcium content of run-off
solutions from test slabsThe difference between the physical and chemical recession
measurements was attributed to the loss of mineral grains from the stone surfaces that were not
measured in the run-off experimeniBhe erosion due to grain loss did not appear to be
influenced by rainfall acidity, however, preliminary evidence suggested that grain loss may be
influenced by dry deposition of S@etween rain eventChemical analysis of the run-off
solutions and associated rainfall blanks suggested 30% of erosion by dissolution could be
attributed to the wet deposition of hydrogen ion and the dry deposition,@rsinitric acid
between rain eventslhe remaining 70% of erosion by dissolution is accounted for by the
solubility of carbonate stone in rain that is in equilibrium with atmospherig(€l€an rain).
These results are for slabs exposed ata3@les. The relative contribution of S@o chemical
erosion was significantly enhanced for slab having an inclination“of85°. The dry
deposition of alkaline particles at the two urban sites competed with the stone surface for
reaction with acidic species.
Sweevers and Van Grieken (1992) studied the deterioration of sandstone, marble and
granite under ambient atmospheric conditio8pecially constructed sampling devices, called
"micro catchment units”, were installed to sample the run-off water (i.e. the rain that flows over

the stones)Several analysis techniques were invoked for the analysis of the bulk
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runoff water, as well as electron probe X-ray microanalysis for individual particles in the runoff.
There was a strong calcium to sulfate correlation on sandstone but not on granite after extended
exposures.

Webb et al. (1992) studied the effects of air pollution on limestone degradation in Great
Britain. There was a significant trend to increased weight loss with increased average SO
concentration, but a negative trend with total M@d with NQ. Rainfall did not significantly
affect limestone degradatio®ased on a mass and ion balance model, the natural solubility of
limestone in water was the dominant term in describing the stoneTlbesaverage overall
recession rate was 24n/y. The increase in stone loss due to, 8@s less than Am/year/ppb.

Butlin et al. (1992b) correlated damage to stone samples exposed at 29 monitoring sites in
Great Britain. Portland limestone, White Mansfield dolomitic sandstone, and Monks Park
limestone tablets (50 x 50 xu8n) were exposed both under sheltered and unsheltered
conditions. Weight change and ionic composition of surface powders were determined after one
and two years of exposure.

The results showed the expected increases in acidic species and soluble calcium in the
sheltered tabletsThe stone deterioration data were statistically analyzed with respect to the
environmental variables at the sit€ignificant correlations existed between the mean annual
SQ, concentration, rainfall volume, and hydrogen ion loading and the weight chariyese
three correlations contain the three components that appear to be responsible for the degradation
of calcareous stone, (1) dry deposition of acid gases and aerosols, (2) dissolution by acid species
in rain water, and (3) the dissolution of stone by unpolluted rain water.

By analyzing storm runoff from a Vermont marble sample and comparing the results with
the pollution exposure history, Schuster et al. (1994) have determined the relative contributions
of wet and dry deposition to accelerated damdagma were compared with runoff from glass
for the same seven selected summer stoven though the exposure site had low
concentrations of SQit was estimated that between 10 and 50% of calcium washed from the
marble surface during a storm was from the dissolution of gypsum formed by the reaction of
SQ, during dry periods.

Yerrapragada et al. (1994) exposed samples of Carrara and Georgia marble for 6, 12, or 20

mo under normal atmospheric conditiolhe samples were exposed outside, but
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protected from the rain, at sites in Jefferson County, KNese authors also analyzed samples
of Georgia marble of varying ages from cemeteries in the Los Angeles Basinesearchers
reported that SOs more reactive with the calcium in marble under highey M@nditions. The
effects were noted even under relatively low, 8@d NG concentrations (10 to 20 and 22 to 32
ppb, respectively) Carrara marble was found to be more reactive witht8&h Georgia
marble, possibly due to the more compactness of the Georgia marble.
The effect of dry deposition of SONO,, and NO both with and without,@n limestones
and dolomitic sandstone was reported by Haneef et al. (1928)ples of Portland limestone,
Massamgis Jaune Roche limestone, and White Mansfield dolomitic sandstone were exposed to
10 ppm of each of the pollutants at a controlled relative humidity of 84% and a temperature of
292 °K. The stone samples were exposed to the controlled environment for 30Ttays.was
a small increase in sample weights after the 30 day exposure for all saifpdes. samples
exposed to Qin addition to one of the other pollutants (SN0,, or NO) showed a significant
increase in weight gainAll stone samples also showed retained sulfates or nitrates, particularly
in the presence of O When viewed by electron/optical techniques, a crust was noted on the
surface and lining the pores of the stones exposed 16 B@ot those exposed to NaAr NO.
Wittenburg and Dannecker (1992) measured dry deposition and deposition velocities of
airborne acidic species on different sandstoiaging different air-monitoring campaigns
carried out in urban sites in East and West Germany, the dry deposition of particles and gaseous
sulfur and nitrogen containing species on three different sandstones and on an inert substrate
were measuredThe measured depositions were related to the ambient air concentrations of the
most important gaseous and particulate spedeg.deposition velocities were calculated and
the proportions of particle and gas input depositions on the sandstones were estimated.
Salt accumulation in building stones was mainly caused by the gaseous components,
especially SQ The deposition velocities were strongly dependent upon stone Tyjee.
contribution of sulfate particle deposition on sandstones was around 5 to 10% for vertical
surfaces depending on the atmospheric conditions (Wittenburg and Dannecker, 1992).
Cobourn et al. (1993) used a continuing monitoring technique to measure the deposition

velocity of SQ on marble and dolomite stone surfaces in a humid atmosphere over a
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2,000 ppm-h exposure period at approximately 10 ppga8@ 100% relative humidityThe
measured average deposition velocities of @@r the two stones were comparable in
magnitude.For dolomite, the measured deposition velocity varied between 0.02 and 0.10 cm/s,
whereas for the marble, the deposition velocity varied between 0.03 and 0.23 be/s.

measured deposition velocity for both types of stone changed as a function of hiene.

deposition velocity over dolomite increased gradually with tiffilee increase was attributed to

a gradual increase of liquid water on the surface, brought about by the formation of the
deliquescent mineral epsomit&he wide variation appeared to be associated with the absence or
presence of condensed moisture on the marble sample surfacenost of the marble runs, the
deposition velocity generally decreased slightly with time, after an initial pefibe.decrease

could have been due to the build-up of reactions products on the stone surface.

Under high wind conditions, particles have been reported to result in slow erosion of
marble surfaces, similar to sandblasting (Yocom and Upham, 18%af)sfeld (1980), after
performing statistical analysis of damage to marble samples exposed for 30 mo at 9 air quality
monitoring sites in St. Louis, MO, concluded that exposure to TSP and nitrates were correlated
with stone degradatiortHowever, there is some concern over the statistical techniques used.

Generally, black and white areas can be observed on the exposed surfaces of any building.
The black areas, found in zones protected from direct rainfall and from surface runs, are covered
by an irregular, dendrite-like, hard crust composed of crystals of gypsum mixed with dust,
aerosols, and particles of atmospheric orighmong these the most abundant are black
carbonaceous patrticles originating from oil and coal combus@mthe other hand, surfaces
directly exposed to rainfall show a white color, since the deterioration products formed on the
stone surface are continuously washed out.

The accumulation of gypsum on carbonate stone has been investigated by McGee and
Mossotti (1992) through exposure of fresh samples of limestone and marble at monitored sites,
examination of alteration crusts from old buildings, and laboratory experinotSee and
Mossotti (1992) concluded that several factors contribute to gypsum accumulation on carbonate
stone. Marble or limestone that is sheltered from direct washing by rain in an urban

environment with elevated pollution levels is likely to accumulate a gypsum crust.

9-28



Crust development may be enhanced if the stone is porous or has an irregular surface area.
Gypsum crusts are a superficial alteration feature; gypsum crystals form at the pore opening/air
interface, where evaporation is greatd3articles of dirt and pollutants are readily trapped by

the bladed network of gypsum crystals that cover the stone surface, but the particles do not
appear to cause the formation of gypsum cruS&bbioni and Zappia (1992) analyzed samples

of damaged layers on marble and limestone monuments and historical buildings from 8 urban
sites in Northern and Central Italjsamples of black crust were taken from various locations at
each site to be representative of the entire Jitee predominant species in the black crust

matrix was calcium sulphate dihydrate (gypsufiie evaluation of enrichment factors with

respect to the stone and to the soil dust showed the main components of the atmospheric
deposition to be from the combustion of fuels and incinerat8aiz-Jimenez (1993) also found,
after analyzing the organic compounds extracted for black crusts removed for building surfaces
in polluted areas, that the main components were composed of molecular markers characteristic
of petroleum derivativesThe composition of each crust, however, is governed by the
composition of the particular airborne pollutants in the area.

Sabbioni et al. (1992) conducted a laboratory study on the interaction between
carbonaceous patrticles and carbonate building stortege types of building stones with the
common characteristic of a carbonate matrix were ugBdCarrar marble, (2) Travertine, and
(3) Trani stone.Samples of the emissions from two oil-combustion sources, representative of a
centralized domestic heating system and an electric generating plant, were characterized by
means of chemical and physical analysis and spread manually on the stone sampéegess
was removed using compressed dihe distribution of the particles on the surface of the
samples was controlled by optical microscopjre stone samples were weighed before and
after the particle depositiorStones without particles were also exposed as reference samples.
The samples with particles containing the highest carbon content had the lowest reactivity in the
sulfation processParticles with high sulphur content enhanced the reactivity of the stone
samples with SO(Sabbioni et al., 1992).

Del Monte et al. (1981) reported evidence of a major role for carbonaceous patrticles in

marble deterioration, using scanning electron microscaje majority of the carbonaceous
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particles were identified as products of oil fired boiler/combustfeerticle median diameter
was~10um.

Delopoulou and Sikiotis (1992) compared the corrosive action of nitrates and sulfates on
pentelic marble with that of NGnd SQ. This was achieved by passing the polluted ambient
air through a filter pack before it entered the reactor chamber holding the marble g=aas.
consequence, the air reaching the marble was free of nitrates and sulfates while it contained all
the NQ and SQ. The effects on the marble grains were quantified and compared with those
from a reactor through which unfiltered ambient air was passed simultaneously and under the
same conditionsThey reported that the action of the acids was much greater than that of the

oxides, despite the fact that the concentrations of the latter were much greater.

9.1.6 Corrosive Effects of Acid-Forming Aerosols and Particles on Other
Materials

Exposure to ionic dust particles can contribute significantly to the corrosion rate of
electronic devices, ultimately leading to failure of such devi@hropogenically and naturally
derived particles ranging in size from tens of angstroms4o tause corrosion of electronics
because many are sufficiently hygroscopic and corrosive at normal relative humidities to react
directly with non-noble metals and passive oxides, or to form sufficiently conductive moisture
films on insulating surfaces to cause electrical leakddpe. effects of particles on electronic
components were first reported by telephone companies, when particles high in nitrates caused
stress corrosion cracking and ultimate failure of the wire spring relays (Hermance, 1966;
McKinney and Hermance, 1967More recently, attention has been directed to the effects of
particles on electronic components, primarily in the indoor environment.

Sinclair (1992) discussed the relevance of particle contamination to corrosion of
electronics.Data collected during the 1980s show that the indoor mass concentrations of
anthropogenically derived airborne particles and their arrival rates at surfaces are comparable to
the concentrations and arrival rates of corrosive gases for many urban environments.

Frankenthal et al. (1993) examined the effects of ionic dust particles, ranging from 0.01 to

1 «m in size, on copper coupons under laboratory conditidhs. copper coupons,
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after being polished with diamond paste, were inoculated with ammonium sulfatg, RSH
particles and exposed to air at 1TD and relative humidities ranging from 65 to 100% for up to
600 h. The particles were deposited on the metal surface by thermophoretic deposition and
cascade impaction.

Exposure of the copper coupons to (NSO, at 65% relative humidity had little effect on
the corrosion rateHowever, when the relative humidity was increased to 75%, the critical
relative humidity for (NH),SO, at 100°C, localized areas of corrosion were noted on the metal
surface. The corrosion product, determined to be brochantite, was only found in areas where the
(NH,),SO, was deposited on the metal surfa¥éhen relative humidity was increased to 100%,

the corrosion became widespread (Frankenthal et al., 1993).

9.2 SOILING AND DISCOLORATION

A significant detrimental effect of particle pollution is the soiling of manmade surfaces.
Soiling may be defined as a degradation mechanism that can be remedied by cleaning or
washing, and depending on the soiled material, repainkagh (1976) described soiling as the
deposition of particles of less than At on surfaces by impingemertarey (1959) observed
when particles descended continuously onto paper in a room with dusty air, the paper appeared
to remain clean for a period of time and then suddenly appearedldictgased frequency of
cleaning, washing, or repainting over soiled surfaces becomes an economic burden and can
reduce the life usefulness of the material soilledaddition to the aesthetic effect, soiling
produces a change in reflectance from opaque materials and reduces light transmission through
transparent materials (Beloin and Haynie, 1975; National Research Council, E®7gark
surfaces, light colored particles can increase reflectance (Beloin and Haynie, 1975).

Determining at what accumulated level particle pollution leads to increased cleaning is
difficult. For instance, in the study by Carey (1959), it was found that the appearance of soiling
only occurred when the surface of the paper was covered with dust specks spaced 10 to 20
diameters apartWhen the contrast was strong, e.g., black on white, it was possible to
distinguish a clean surface from a surrounding dirty surface when only 0.2% of the areas was

covered with specks, while 0.4% of the surface had to be covered with specks
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with a weaker color contrasstill, the effect is subjective and not easy to judge between
coverages.

Support for the Carey (1959) work was reported by Hancock et al. (19iié%e authors
also found that with maximum contrast, a 0.2% surface coverage (effective area coverage; EAC)
by dust can be perceived against a clean backgroimhlist deposition level of 0.7% EAC was
needed before the object was considered unfit for Tlke.minimum perceivable difference
between varying gradations of shading was a change of about 0.45%USk@. the
information on visually perceived dust accumulation and a telephone survey, Hancock et al.
(1976) concluded that a dustfall rate of less than 0.17% EAC/day would be tolerable to the
general public.

Some materials that are soiled are indodmnsgeneral, particle pollution levels indoors
may be affected by outdoor ambient levels; however, other factors generally have greater effects
on concentration and composition (Yocom, 19829r that reason, discussion of indoor soiling
will be limited primarily to works of art.

9.2.1 Building Materials

Dose-response relationships for particle soiling were developed by Beloin and Haynie
(1975) using a comparison of the rates of soiling and TSP concentrations on different building
materials (painted cedar siding, concrete block, brick, limestone, asphalt singles, and window
glass) at 5 different study sites over a 2-y periBdrticle concentrations ranged from 60 to 250
mg/nt for a rural residential location and an industrial residential location, respectivedy.
results were expressed as regression functions of reflectance loss (soiling) directly proportional
to the square root of the dos@lith TSP expressed in mgirand time in months, the regression
coefficients ranged from0.11 for yellow brick to +0.08 for a coated limestone depending on
the substrate color and original reflectanEer dark surfaces, light colored particles can
increase reflectanceNot all of the coefficients were significantly different from zero.

A theoretical model of soiling of surfaces by airborne particles has been developed and
reported by Haynie (1986)['his model provides an explanation of how ambient concentrations
of particulate matter are related to the accumulation of particles on surfaces and ultimately the
effect of soiling by changing reflectanc8oiling is assumed to be the
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contrast in reflectance of the particles on the substrate to the reflectance of the bare substrate.
Thus, the average reflectance from the substrate (R) equals the reflectance from the substrate not
covered by particles [Ro(1-X)] plus the reflectance from the particles (RpX) where X is the

fraction of surface covered by particles.

Under constant conditions, the rate of change in fraction of surface covered is directly
proportional to the fraction of surface yet to be coverBukerefore, after integrationX = 1-
exp(-kt) where k is a function of particle size distribution and dynamics and t is tibanting
(1986) evaluated similar models with respect to soiling by particulate elemental carbon (PEC) in
the NetherlandsHe determined that the models were good predictors of soiling of building
materials by fine mode black smokBased on the existing levels of PEC, he concluded that the
cleaning frequency would be doubled.

An important particle dynamic is deposition velocity which is defined as flux divided by
concentration and is a function of particle diameter, surface orientation, and surface roughness,
as well as other factors such as wind speed, atmospheric stability, and particle dénsty.
soiling is expected to vary with the size distribution of particles within an ambient concentration,
whether a surface is facing skyward (horizontal versus vertical), and whether a surface is rough
or smooth.

Van Aalst (1986) reviewed particle deposition models existing at that time and pointed out
both their benefits and their fault¥he lack of significant experimental verification was a major
fault. Since then, Hamilton and Mansfield (1991, 1993) have applied the model reported by
Haynie (1986) and Haynie and Lemmons (1990) to soiling experiments with relatively good
predictive success.

Terrat and Joumard (1990) found that the simple plate method (a measurement of the
number of particles deposited on a flat inert plate of material), as well as the measurement of
reflectance and transmission of the light really showed the amount of soiling deposit in a town.
The simple plates are more suitable for high particle polluted areas and the optical methods are
more suitable for low pollution areaghis study also provided evidence that motor vehicles are
mainly responsible for soiling the facades along roads.
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9.2.1.1 Fabrics

No recent information on the effects of particles on fabrics was located in the published
literature. Earlier studies indicate particles are only damaging to fabrics when they are abrasive.
Yocom and Upham (1977) reported that curtains hanging in an open window often split in
parallel lines along the fold after being weakened by particle expoSbheeappearance and life
usefulness also may be lessened from increased frequencies of washing as a result of particle
"soiling". Rees (1958) described the mechanisms (mechanical, thermal, and electrostatic) by
which cloth is soiled.Tightly woven cloth exposed to moving air containing fine carbon
particles was found to be the most resistant to soilBwling by thermal precipitation was
related to the surface temperature of the cloth versus that of th&laém the surface
temperature of the cloth was greater than that of the air, the cloth resisted s&itiag.cloth
samples were exposed to air at both positive and negative pressure, the samples exposed to

positive pressure showed greater soiling than those exposed to equivalent negative pressure.

9.2.1.2 Household and Industrial Paints

Research suggest that particles can serve as carriers of more corrosive pollutants, allowing
the pollutants to reach the underlying surface or serve as concentration sites for other pollutants
on painted surfaces (Cowling and Roberts, 1984)ints may also be soiled by liquids and solid
particles composed of elemental carbon, tarry acids, and various other constituents.

Haynie and Lemmons (1990) conducted a soiling study at an air monitoring site in a
relatively rural environment in Research Triangle Park, NiBe study was designed to
determine how various environmental factors contribute to the rate of soiling of white painted
surfaces.White painted surfaces are highly sensitive to soiling by dark particles and represent a
large fraction of all manmade surfaces exposed to the environidently rainfall and wind
speed, and weekly data for dichotomous sampler measurements and TSP concentrations were
monitored. Gloss and flat white paints were applied to hardboard house siding surfaces and
exposed vertically and horizontally for 16 weeks, either shielded from or exposed to rainfall.
Particle mass concentration, percentage of surfaces covered by fine and coarse mode fractions,

average wind speed and rainfall amounts, and paint reflectance
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changes were measured at 2, 4, 8, and 16 wé@#lesscanning electron microscopy stubs, that
had been flush-mounted on the hardboard house siding prior to painting, were also removed and
replaced with unpainted stubs at these intervals.

The unsheltered panels were initially more soiled by ambient pollutants than the sheltered
panels; however, washing by rain reduced the effEoe vertically exposed panels soiled at a
slower rate than the horizontally exposed pan€lss was attributed to additional contribution
to particle flux from gravity.The reflectivity was found to decrease faster on glossy paint than
on the flat paint (Haynie and Lemmons, 1990).

Least squares fits through zero of the amounts on the surfaces with respect to exposure
doses provided the deposition velocitidhere was no statistical difference between the
horizontal and vertical surfaces for the fine mode and the combined data given a deposition
velocity of 0.00074 + 0.000048 cm/s (which is lower than some reported vallesioarse
mode deposition velocity to the horizontal surfaces at 1.55 cm/s is around five times greater than
to vertical surfaces at 0.355 cmBy applying assumptions these deposition velocities can be
used to calculate rates of soiling for sheltered surfatks.empirical prediction equation for

gloss paint to a vertical surface based on a theoretical model (Haynie, 1986) is:

R = R, exp (-0.0003[0.0363C, + 0.29C_]t) (9-8)

where R and Rare reflectance and original reflectance, respectivelgn@ G are coarse and
fine mode particle concentrations.ig/m®, respectively, and t is time in weeks of exposure.

The fine mode (<2.xm) did not appear to be washed away by rain, but most of the coarse
mode (>2.5«m to 10um) was either dissolved to form a stain or was washed aWagrefore,
for the surfaces exposed to rain, the 0.0363 coefficient for the fine mode should remain the same
as it is for sheltered surfaces but there should be a time-dependent difference in the coefficient
for the coarse mode.

Based on the results of this study, the authors concluded(fl)atoarse mode particles

initially contribute more to soiling of both horizontal and vertical surfaces than fine mode
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particles; (2) coarse mode particles, however, are more easily removed by rain than are fine
mode particles; (3) for sheltered surfaces reflectance changes is proportional to surface coverage
by particles, and particle accumulation is consistent with the deposition theory; (4) rain interacts
with particles to contribute to soiling by dissolving or desegregating particles and leaving stains;
and (5) very long-term remedial actions are probably taken because of the accumulation of fine
rather than coarse particles (Haynie and Lemmons, 1990).

Similar results were also reported by Creighton et al. (1986¢y found that horizontal
surfaces, under the test conditions, soiled faster than did the vertical surfaces, and that large
particles were primarily responsible for the soiling of horizontal surfaces not exposed to rainfall.
Soiling was related to the accumulated mass of particles from both the fine and coarse fractions.
Exposed horizontal panels stain because of dissolved chemical constituents in the deposited
particles. The size distribution of deposited particles was bimodal, and the area of coverage by
deposited particles was also bimodal with a minimum at approximatety. Srhe deposition
velocities for each of the size ranges onto the horizontal, sheltered panel was in general
agreement with both the theoretical settling velocity of density 2.54°gfuneres and the
reported results of laboratory tes#n exponential model (Haynie, 1986) was applied to the
data set and gave a good fit.

Spence and Haynie (1972) reported on the published data on the effects of particles on the
painted exterior surfaces of homes in Steubenville and Uniontown, OH, Suitland and Rockville,
MD, and Fairfax, VA.There was a direct correlation between the ambient concentration of
particulate matter in the city and the number of years between repaihhiegaverage
repainting time for homes in Steubenville, where particulate matter concentrations averaged 235
ug/n?, was approximately one yean the less polluted city, Fairfax, where the particulate
matter concentrations only reached.#fm’® (arithmetic means), the time between repainting
was 4 yearsParker (1955) reported the occurrence of black specks on the freshly paint surface
of a building in an industrial ared.he black specks were not only aesthetically unappealing, but
also physically damaged the painted surfd@epending on the particle concentration, the

building required repainting every 2 to 3 years.
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9.2.1.3 Soiling of Works of Art

Ligocki et al. (1993) studied potential soiling of works of arhe concentrations and
chemical composition of suspended particles were measured in both the fine and coarse size
modes inside and outside five Southern California museums during summer and winter months.
The seasonally averaged indoor/outdoor ratios for particle mass concentrations ranged from 0.16
to 0.96 for fine particles and from 0.06 to 0.53 for coarse particles, with lower values observed
for buildings with sophisticated ventilation systems that include filters for particle removal.
Museums with deliberate particle filtration systems showed indoor fine particle concentrations
generally averaging less than A¢/m°. One museum with no environmental control system
showed indoor fine particles concentrations averaging neaghg®. Analysis of indoor
versus outdoor concentrations of major chemical species indicated that indoor sources of
organics may exist at all sites, but that none of the other measured species appear to have major
indoor sources at the museums studi€de authors concluded that a significant fractions of the
dark-colored fine elemental carbon and soil dust particles present in the outdoor environment
had penetrated to the indoor atmosphere of the museums studied and may constitute a soiling
hazard to displayed works of art.

Methods for reducing the soiling rate in museums that included reducing the building
ventilation rate, increasing the effectiveness of particle filtration, reducing the particle deposition
velocity onto surfaces of concern, placing objects within display cases or glass frames, managing
a site to achieve lower outdoor aerosol concentrations, and eliminating indoor particle sources
were proposed by Nazaroff and Cass (19%4cording to model results, the soiling rate can be
reduced by at least two orders of magnitude through practical application of these control
measuresCombining improved filtration with either a reduced ventilation rate for the entire

building or low-air-exchange display cases would likely reduce the soiling hazard in museums.

9.3 ECONOMIC ESTIMATES

Only limited new information was located in the published literature on the economic cost
of soiling and corrosion by particledlany of these studies are flawed or represent monetary

cost for materials damage and soiling that are not representative of monetary losses
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today. A detailed discussion of earlier studies on economic loss from exposure to acid forming
aerosols and other particles can be found in the previous criteria document for particulate matter
(U.S. Environmental Protection Agency, 198Zhe following sections describe methods for
determining economic losses from materials damage and soiling from air pollution and includes
the limited body of new information available since publication of the 1982 particulate matter

criteria document.

9.3.1 Methods for Determining Economic Loss from Pollutant Exposure

Several types of economic losses result from materials damage and déiiagcial or
out-of-pocket losses include the reduction in service life of a material, decreased utility,
substitution of a more expensive material, losses due to an inferior substitute, protection of
susceptible materials, and additional required maintenance, including cle@hmgnajor losses
of amenity, as defined by Maler and Wyzga (1976), are associated with enduring and suffering
soiled, damaged, or inferior products and materials because of particle poduaticemy
corrosive pollutant that may be absorbed on or adsorbed to partitladdition, amenity losses
are suffered when pollution damage repair or maintenance procedures result in inconvenience or
other delays in normal operationSome of these losses, such as effects on monuments and
works of art, are especially difficult to specify (Méaler and Wyzga, 1976).

The compilation and assessment of materials damage and soiling research reveals a variety
of techniques employed by different disciplines to estimate economic losses associated with
soiling and materials damag@ttempts have been made to address the following questions.

* At what concentration or deposition rate is materials damage and soiling perceived?

* What is the relationship between the color of the particle and perceived materials
damage and soiling?

» What is the physical or economic life of various materials, coatings, structures, etc.?
* What is the inventory of pollution sensitive materials, coatings, structures, etc.?

* What behaviors are undertaken to avert, mitigate, or repair pollution-related damages?
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* What is the economic cost of materials damage and soiling due to exposure to acid

forming aerosols and other particles?

The answers to these questions are certainly relevant to the structure of a modeling
framework, the collection of data, and the estimation of effects of materials damage and soiling
on economic valuesThe analytical approach selected depends on whether financial losses or
losses of amenity are emphasized, the type of damage being considered, and the availability of
cost information.Economic losses from pollutant exposure can be estimated using the damage
function approach or using direct economic methods.

In the damage function approach, physical damage (any undesirable change in the function
of specific materials, including appearance, leading to failure of specific components) is
determined before economic cost is estimatelysical damage is estimated from ambient
pollutant concentrations over a specified period of tibepending on the material damaged,
both short-term and long-term exposure data may be necessary to determine a more accurate
estimate of damage related to pollution exposiitee damage function is expressed in terms
appropriate to the interaction of the pollutant and mateFat.example, the corrosion of metal
may be expressed in units of thickness lost, while the deterioration of paint from soiling may be
expressed in units of reflectance lostwillingness-to-pay value, mitigation, or replacement
cost is then applied to estimate a monetary value of damages caused by changes in pollutant
concentrationslt is, however, difficult to estimate fully the financial losses because reliable
information is not available on the physical damage of all economically important materials, and
on the spatial and temporal distribution of these matertalsther, current techniques do not
reflect the use of more resistant and reduced-maintenance materials, and loss estimates may
assume that substitute materials cost more than the original materials, and that the cost
differential is attributable solely to pollution.

Another major problem in developing reliable damage functions is the inability to separate
pollutant effects from natural weathering processes due to various meteorological parameters
(temperature, relative humidity, wind speed, and surface wetrésg}e weathering is a natural
phenomenon, proceeding at a finite rate irrespective of anthropogenic pollution, materials

damage estimates must represent only that damage directly produced by
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anthropogenic pollutant exposuralso, this approach cannot account for irreplaceable items
such as works of art or national monuments.

In the studies that do not use the physical damage approach to derive monetized economic
damages reflecting the estimates of damages associated with pollution, the loss of amenity or
direct financial losses are estimated econometricdlhese approaches have been used to relate
changes in air pollution directly with the economic value of avoidance or mitigation of damages.
A major source of error using these approaches is the requirement that all factors that affect cost
other than air quality have to be accounted fargeneral all approaches to estimating costs of
air pollution effects on materials are limited by the difficulty in quantifying the human response
to damage based upon the ability and the incentive to pay additional costs (Yocom and
Grappone, 1976).

9.3.2 Economic Loss Associated with Materials Damage and Soiling
Information on the geographic distribution of various types of exposed materials may
provide an indication of the extent of potential economic costs of damge to materials from air
pollution. Lipfert and Daum (1992) analyzed the efforts made to determine the geographic
distribution of various types of material$hey focused on the identification, evaluation and
interpretation of data describing the distribution of exterior construction materials, primarily in
the United StatesMaterials distribution surveys for 16 cities in the United States and Canada
and five related data bases from government agencies and trade organizations were examined.
Data on residential buildings were more available than non-residential buildings; little
geographically resolved information on distributions on materials in infrastructure was found.
Lipfert and Daum (1992) observed several important factors relating pollution to
distribution of materialsin the United States, buildings constitute the largest category of
surface areas potentially at risk to pollution damagthin this category, residential buildings
are the most importanOn average, commercial and industrial buildings tend to be larger than
residential buildings and to use more durable matertd¢svever, because they are more
numerous (and use less durable materials) more surface area for residential buildings is exposed
to potentially damaging pollutant$.or residential buildings in general, painted surfaces are

preferred over masonry in the Northeastern United States (with the
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exception of large inner cities), brick is popular in the South and Midwest) and stucco in the
West. The use of brick appears to be declining, painted wood increasing, and the use of vinyl
siding is gaining over aluminunOne of the factors underlying the present regional distribution
of materials is their durability under the environmental conditions which exist when they were
installed. Thus, changing pollution levels have possibly affected materials selection, and is
expected to do so.

Haynie (1990) examined the potential effects of PMdnattainment on the costs of
repainting exterior residential walls due to soiling in 123 counflié® analysis was based on a
damage function methodology developed for a risk assessment of soiling of painted exterior
residential walls (Haynie, 1989) he data base was updated with 1988 and 1989 AIRS data.
An extreme value statistical model was used to adjust every sixth day monitoring to 365 days for
counting violation days (one violation in 60 does not translate to 6 violations in B6e).
resulting paint cost due to soiling was subjected to a sensitivity analysis using various assumed
values. When the model is restricted to only a national average of 10% of households repainting
because of soiling, the effects of other assumptions become inversely related and tend to cancel
out each other (possibly associated with individual cost minimization choices).

The top twenty counties were ranked by estimated soiling cbstgteen of the counties
with actual violation days in 1989 were in this grouyl but three were west of the Mississippi.
A total of 29 counties with measured violations are in the set of 123 counties for whjgh PM
nonattainment soiling costs were calculat&dhen the given set of behavior assumptions was
used, there were no costs calculated for 19 counties that actually measured violations in 1989.
The distribution of a national estimated $1 billion in painted exterior residential wall soiling
costs is shown in Figure 9-2.

An experimentally determined soiling function for unsheltered, vertically exposed house
paint was used to determine painting frequency (Haynie and Lemmons, 189@quation
was set up to express paint life in integer years because the painting of exterior surfaces is
usually controlled by season (weathdbjfferent values for normal paint life without soiling
and levels of unacceptable soiling could be used in the equéttifmur was taken as the most
likely average paint life for other than soiling reasons, then painting because of soiling would

likely be done at 1, 2, or 3 year intervals.
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Figure 9-2. Geographic distribution of paint soiling costs.

Source: Haynie (1990).

Soiling costs by county were calculated and ranked by decreasing amounts and the
logarithm of costs plotted by ranK.he plot consisted of three distinct straight lines with
intersections at ranks 4 and 4bhe calculated cost values provide a reasonable ranking of the
soiling problem by county, but do not necessarily reflect actual painting cost associated with
extreme concentrations of particlddouseholds exposed to extremes are not expected to
respond with average behaviorhe authors concluded that repainting costs could be lowered if:
(1) individuals can learn to live with higher particle pollution, accepting greater reductions in
reflectance before painting; (2) painted surfaces were washed rather than repainted; and (3) if
materials or paint colors that do not tend to show dirt were used.

Extrapolating the middle distribution of costs to the top four ranked counties reduces their
estimated costs considerablyor example Maricopa County, AR, was calculated to rank first at
$70.2 million if all households painted each year as predicted, but was calculated to be only

$29.7 million based on the distribution extrapolation.
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Based on these calculations and error analysis, the national soiling costs associated with
repainting the exterior walls of houses probably were within the range of $400 to $800 million a
year in 1990.This sector represents about 70% of the exterior paint market, so that
extrapolating to all exterior paint surfaces gives a range of from $570 to $1,140 million (Haynie
and Lemmons, 1990).

A number of other studies have attempted to model the economic losses of soiling due to
particulate air pollutionBased on the hypothesis that air pollution affects the budget allocation
decisions of individuals, MathTech (1983) used a household sector model to establish a
statistical relationship between TSP and the demand for laundry and cleaning products and
services using 1972-1973 Bureau of Labor Statistics Consumer Expenditur& oata.
knowledge of the pattern of demand for these goods, standard methods of welfare economics
were used to estimate the benefits (or compensating variation) of changes in TSP concentrations.
The results of this study indicated that the annual benefits of attaining the primgst&iard
were approximately $88.3 million to $1.2 billion in 1980 dollars for the period 1989 to 1995.
The applicability of the underlying relationship to current air quality and economic conditions is
uncertain given that potential changes in consumer tastes and the opportunity set of goods
influencing budget allocation decisions could have changed over the intervening 20 years.

MathTech (1990) also assessed the effects of acidic deposition on painted wood surfaces
using individual maintenance behavior datéde effects were a function of the repainting
frequency of the houses as well as pollution levels.

Gilbert (1985) used a household production function framework to design and estimate the
short-run costs of soilingThe results were comparable to those reported by MathTech (1983).
Smith and Gilbert (1985) also used a hedonic property value model to analyze the effects of
particles in the long term, examining the possibility of households moving in response to air
pollution.

McClelland et al. (1991) conducted a field study valuing eastern visibility using the
contingent valuation methodsiven the problem of embedding between closely associated
attributes, the survey instrument provided for separation of the visibility, soiling, and health
components of the willingness-to-pay estimatdsuseholds were found to be willing to pay

$2.70 per.g/m® change in particle pollution to avoid soiling effects.
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The findings of the aforementioned studies are consistent with the hypotheses that there are
economic costs associated with elevated pollution levels across multiple sectors and that
households are willing to pay positive amounts to reduce particle concentrations to reduce the
risk of materials damage and soilingowever, these studies have done little to advance our
knowledge of perception thresholds in relationship to concentration, particle size, and chemical
composition. Without such information it is very difficult and highly uncertain to quantify the

relationship between ambient particle concentrations and soiling and associated economic cost.

9.4 SUMMARY

Available information supports the fact that exposure to acid forming aerosols promotes
the corrosion of metals beyond the corrosion rates expected from exposure to natural
environmental elements (wind, rain, sun, temperature fluctuations, Efany metals form a
protective film that protects against corrosion; however, high concentrations of anthropogenic
pollutants, lessen the effectiveness of the protective #id forming aerosols have also been
found to limit the life expectancy of paints by causing discoloration, loss of gloss, and loss of
thickness of the paint film layer.

Various building stones and cement products are damaged from exposure to acid-forming
aerosols.However, the extent of the damage to building stones and cement products produced
by the pollutant species, beyond that expected as part of the natural weathering process is
uncertain. Several investigators have suggested that the damage attributed to acid forming
pollutants is overestimated and that stone damage is predominantly associated with relative
humidity, temperature, and, to a lesser degree, air pollution.

A significant detrimental effect of particle pollution is the soiling of paindedfaces and
other building materialsSoiling is defined as a degradation mechanism that can be remedied by
cleaning or washing, and depending on the soiled surface, repaiAtradable data on
pollution exposure indicates that particles can result in increased cleaning frequency of the
exposed surface, and may reduce the life usefulness of the material Baitadcn the effects of
particulate matter on other surfaces are not as well undersimode evidence does, however,

suggest that exposure to particles may damage fabrics, electronics, and works
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of art composed of one or more materials, but this evidence is largely qualitative and sketchy.
The damaging and soiling of materials by acid forming aerosols and other particles have an

economic impact, but this impact is difficult to measudme problem is the lack of sufficient

data to separate costs between various pollutants and to separate cost of pollutant exposure from

that of normal maintenancéttempts have been made to quantify the pollutants exposure levels

at which materials damage and soiling have been perceil@aever, to date, insufficient data

are available to advance our knowledge regarding perception thresholds with respect to pollutant

concentration, particle size, and chemical composition.
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10. DOSIMETRY OF INHALED PARTICLES IN THE
RESPIRATORY TRACT

10.1 INTRODUCTION

Development of an efficient air-breathing respiratory tract was a critical requirement for
mammalian evolutionThe combination of airways and airspaces in an internalized and
arborized arrangement that expands with incoming tidal air and contracts with its ebb led to the
vertebrate lung.This very design that led to the close proximity of the alveolar air spaces to the
outside environment for efficient air exchange also makes the lung vulnerable to insult by
inorganic and organic dusts, and by microorganisitg intense perfusion of these spaces by
essentially the entire cardiac output also makes the lung vulnerable to many blood-borne,
chemical, microbial, and immunologic agents.

It is a basic tenet of toxicology that the dose delivered to the target site, not the external
exposure, is the proximal cause of a respoii$erefore, there is increased emphasis on
understanding the exposure-dose-response relationshipe case of PM, exposure is what gets
measured (or estimated) in the typical study and what gets regulated; inhaled dose is the
causative factorEven if inhaled dose could be easily defined, it fits within a complex
continuum. For example, as illustrated in Figure 10-1, it is ultimately desirable to have a
comprehensive biologically-based dose-response model that incorporates the mechanistic
determinants of chemical disposition, toxicant-target interactions, and tissue response integrated
into an overall model of pathogenesiathematical dosimetry models that incorporate
mechanistic determinants of disposition (deposition, absorption, distribution, metabolism, and
elimination) of chemicals have been useful in describing relationships along this continuum
(e.g., between exposure concentration and target tissue dose), particularly as applied to
describing these relationships for the exposure-dose-response component of risk assessment.
With each progressive level, incorporation and integration of mechanistic determinants allow
further elucidation of the exposure-dose-response continuum and, depending on the knowledge
of model parameters and fidelity to the biological system, a more accurate characterization of the

pathogenetic proces3.hus, once the site and
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Figure 10-1. Schematic characterization of comprehensive exposure-dose-response
continuum and the evolution of protective to predictive dose-response

estimates.

Source: Adapted from Conolly (1990) and Andersen et al. (1992).

mechanisms are known, dosimetry may prove useful in linking exposure to internal dose and

effects, and to the extrapolation of variability both within and across spémegxample, a

healthy individual and a person with emphysema will not get identical doses to specific lung

regions even if their external exposure is identi€alowledge of how and to what extent

disease factors affect dose can assist in characterizing susceptible subpopufaticaisand a

human are identically exposed, they will receive different doses to regions of the respiratory

tract. Insofar as this is quantitatively understood, laboratory animal data can be made more

useful in assessing human health risks.
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Characterization of the exposure-dose-response continuum for PM requires the elucidation
and understanding of the mechanistic determinants of inhaled particle dose, toxicant-target
interactions, and tissue responsésly the first level of characterization, i.e., description of the
factors that influence inhaled dose has been accomplished to any degree tahRled
particles are deposited in the respiratory tract by mechanisms of interception, impaction,
sedimentation, diffusion, and electrostatic precipitatibhe relative contribution of each
deposition mechanism to the fraction of inhaled particles deposited varies for each region of the
respiratory tract (extrathoracic, ET; tracheobronchial, TB; and alveolaiSéY)sequent
clearance of deposited particles depends on the initial deposition site, physicochemical properties
of the particles (e.g., solubility), translocation mechanisms such as mucociliary transport and
endocytosis by macrophages or epithelial cells, and on the time since initial deposition.

Retained particle burdens and ultimate particle disposition are determined by the dynamic
relationship between deposition and clearance mechanisms.

The biologically effective dose resulting from inhalation of airborne particles can be
defined as the time integral of total inhaled particle mass, particle number, or particle surface
area per unit of surface area (e.g., surface area of a given region such as the TB) or per unit mass
of the respiratory tractChoice of the metric to characterize the biologically effective inhaled
dose should be motivated by insight on the mechanisms of action of the compound (or particles)
in question.Conceptually, as illustrated in Figure 10-2, the exposure-dose-response continuum
can be represented as events in the progression from exposure to diseasemponents
depicted in Figure 10-2 are not necessarily discrete, nor the only events in the continuum, and
represent a conceptual temporal sequeiite left-most component of the continuum generally
precedes any component to the right, but some impacts may be detectable in pexaliel.
understanding of the continuum is supplemented by identification of the important intervening
relationships and the components are characterized more precisely or with greater detail, the
health events of concern can be viewed as a series of changes from homeostatic adaption,
through dysfunction, to disease and dedthe critical effect could become that biologic marker
deemed most pathognomonic or of prognostic significance, based on validated hypotheses of the
role of the marker in the development of diseaBee appropriate dose metric would then be
defined by a measure
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Figure 10-2. Biological marker components in sequential progression between exposure
and disease.

Source: Schulte (1989).

that characterizes the biologically effective dose for the mechanism of action causing that critical
effect.

Elucidation of the toxic moiety as well as the mechanism of action for PM have remained
elusive, howeverThe link to the epidemiological findings discussed in Chapter 12 lies in
understanding the sites of injury and the types of injditye appropriate dose metric for PM
might accurately be described by particle deposition alone of the particles exert their primary
action on the surface contacted (Dahl et al., 198b).longer-term effects, the deposited dose
may not be a decisive metric, since particles clear at varying rates from the different respiratory
tract regions.At this point, when considering the epidemiologic data, dose metrics can only be

separated into two major categories: (1) the pattern and quantity of deposited particle burdens,
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and (2) the pattern and quantity of retained particle burdEims.deposited dose or initial acute
deposition (e.g., particle mass burden per 24-hours) may be relevant to "acute" effects observed
in the epidemiologic studies such as "acute" mortality, hospital admissions, work loss days, etc.
On the other hand, retained dose may be more appropriate for chronic responses such as
induction of chronic disease, shortening of life-span ("premature mortality"), morbidity, or
diminished quality of life.

Another aspect of the definition of the dose metric that would benefit from mechanism of
action information include whether mass is the appropriate measure of particle burden and how
to normalize the inhaled particle burdes date, most of the epidemiologic studies have relied
upon the particle mass concentratiog/fr) to characterize particle exposurgsternative
expressions that may be more relevant to certain mechanisms of injury include numbers of
particles or aggregate particle surface afear. example, the fine fraction contains by far the
largest number of particles and those particles have a large aggregate surfabbarddrster
et al. (1992) have shown ultrafine particles are less effectively phagocytosed by macrophages
than larger particlesAnderson et al. (1990) have shown that the deposition of ultrafine particles
in patients with COPD is greater than in healthy subjeti® need to consider particle number
is accentuated when the high deposition efficiency of small particle numbers in the lower
respiratory tract, the putative target for both the mortality and morbidity effects of PM
exposures, is taken into account.

Insight on how PM causes injury would also inform what normalizing factor to use to
define the dose metrid?article mass or number burdens could be normalized to respiratory tract
surface area, to lung mass, or to other anatomical or functional units critical to determining the
toxicity such as ventilatory units, alveoli, or macrophad@éearly, inhaled dose is important,
but the most appropriate dose metric or metrics to quantitatively link with the observed acute or
chronic health outcomes await elucidation of the pertinent mechanisms of injury and tissue
response.

For the present document, average daily deposited particle mass burden in each region of
the respiratory tract has been selected as the dose metric to characterize "acute AsHeage
retained particle mass burden in each region for humans and in the lower respiratory tract for
laboratory animals has been selected as the dose metric for "chronic" efediscussed in

Section 10.7.3., these choices were dictated by the selection of the dosimetry models and the
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availability of anatomical and morphometric informatidoth deposited particle mass and
number burdens in each respiratory tract region are estimated for human expR@staiesed
particle burdens are normalized per gram of lung tissue.

The chapter first describes important particle characteristics and the basic mechanisms of
particle deposition and clearance in the respiratory tfHue available mathematical dosimetry
models for humans and laboratory animals are reviewed as a background to the application
presented in Section 10.Rosimetry models are selected for human exposure simulations and
to perform interspecies extrapolation of laboratory animal toxicity studies.rationale for
selection of the extrapolation models is provid@ah. attempt is made to ascertain whether
dosimetry modeling can provide insight into the apparent discrepancies between the
epidemiologic and laboratory animal data, to identify plausible dose metrics of relevance to the
available health endpoints, and to identify modifying factors that may enhance susceptibility to
inhaled particles Simulations of variability due to key modifying factors (age, gender, disease
status) are also attempted@his information should be useful to the interpretation of health
effects data in Chapters 11 and 12.

The chapter deals exclusively and generically with aerosols (i.e., both airborne droplets
and solid patrticles, including the hygroscopic, acidic varidtydriefly reviews selected studies
that have been reported in the literature on particle deposition and retention since the publication
of the 1982 Air Quality Criteria Documents on Particulate Matter and Sulfur Oxides and the
1989 Acid Aerosols Issue Paper (U.S. Environmental Protection Agency; 1982, 1989), but the

focus is on newer information.

10.2 CHARACTERISTICS OF INHALED PARTICLES

Information about particle size distribution aids in the evaluation of the effective inhaled
dose. Because the characteristics of inhaled particles interact with the other major factors
controlling comparative inhaled dose, this section discusses aerosol attributes requiring
characterization and provides general definitions.

An aerosol is a suspension of finely dispersed solids or liquids it @rintrinsically
unstable, anchence, tends to deposit both continuously and inelastically onto exposed surfaces.

From the perspective of health-related actions of aerosols, interest is limited to particles that can
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at least penetrate into the nose or mouth and that deposit on respiratory tract sbdaces.
humans, this constraint ordinarily eliminates very coarse particles, viz., greater than about 100
um diameter.Particles between 1 um and 20 um diameter are commonly encountered in the
work place and the ambient aigtill smaller, i.e., submicron diameter particles (less than 1 um
in diameter) are generally the most numerous in the environmental air, with the number
concentration of particles tending to increase markedly for smaller partitles particles

down to the nanometer (nm) size domain are found in the atmosphere and are of interest,
although until recently, these "ultrafine” particles were of greater interest to atmospheric
scientists than to biomedical scientistgpically, "ultrafine” aerosols are produced by highly
energetic reactions (e.g., high temperature sublimation and combustion, or by gas phase
reactions involving atmospheric pollutant®Jote that 10 nm = 10@ngstroms = 0.0Lm or

1x10° cm diameter.

Because aerosols can consist of almost any material, descriptions of aerosols in simple
geometric terms can be misleading unless important factors relating to size, shape, and density
are consideredAerosol constituents are usually described in terms of their chemical
composition and geometric or aerodynamic sizsgditionally, aerosol particles may be defined
in terms of particle surface areh.is important to note that aerosols present in natural and work
environments all have polydisperse size distributioffis means that the particles comprising
the aerosols have a range of geometric size, aerodynamic size, and surface area and are more
appropriately described in terms of size distribution parameferssol sampling devices can
be used to collect bulk or size fractions of aerosols to allow defining the size distribution
parametersin this procedure, the amount of particles in defined size parameter groups (number,
mass, or surface area) is divided by the total number, mass, or surface of all particles collected
and divided also by the size interval for each grabpta from the sampling device are then
expressed in terms of the fraction of particles per unit size intefa.next step is to use this
information to define an appropriate particle size distribution.

The lognormal distribution has been widely used for describing size distributions of
radioactive aerosols (Hatch and Choate, 1929; Raabe, 1971) and is also generally used as a
function to describe other kinds of aerosdfar many aerosols, their size distribution may be
described by a lognormal distribution, meaning that the distribution will resemble the bell-

shaped Gaussian error curve, if the frequency distribution is based on the logarithms of the
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particle size.The lognormal distribution is a skewed distribution characterized by the fact that
the logarithms of particle diameter are normally distributedinear form, the logarithmic

mean is the median of the distributionhe standard deviation, of this logarithmic normal
distribution is a logarithm, so that addition and subtraction of this logarithm to and from the
logarithmic mean is equivalent to multiplying and dividing the median by the fagtaith In

o, =0. The factorw is defined as the geometric standard deviatMien any aerosol

distribution is "normalized", it acquires parameters and properties equivalent to those of the
Gaussian distributionAccordingly, the only two parameters needed to describe the log normal
distribution are the median diameter and the geometric standard deagtigatio of the log
84%/log 50% size cut or log 50%/log 16% size cut, where the 50% size cut is the mEdran).

a distribution formed by counting particles, the median is called the count median diameter
(CMD). While there may be occasions when the number of the particles is of the greatest
interest, the distribution of mass in an aerosol according to particle size is of interest if particle
mass determines the dose of inter&rivation of the particle mass distribution is essentially a
matter of converting a diameter distribution to a diameter-cubed distribution since the volume of
a sphere with diameter dis/6 and mass is simply the product of particle volume and
physical density.

The cumulative distribution of a lognormally distributed size distribution is conveniently
evaluated using log-probability graph paper on which the cumulative distribution forms a
straight line (Figure 10-3)This distribution can be used for all three lognormally distributed
particle size parameters discussed above, which are related as indicated in Figufénd 0-3.
characteristic parameters of this distribution are the size arithe CMD is characterized by
the fact that half of the particles in the size distribution are larger than the CMD and half of the
particles are smalleMultiplying and dividing the CMD by, yields the particle size interval
for the distribution that contains about 68% of the particles by number.

When patrticles are not spherical, equivalent diameters can be used in place of the physical
diameters of particlesA calculated parameter, the projected area diameter (diameter of a circle
having a cross sectional area equivalent to the particles in the distribution of interest) is often

used as the equivalent diameter.
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Figure 10-3. Lognormal particle size distribution for a hypothetical polydisperse aerosol.

The mass median diameter (MMD) and surface median diameter (SMD), also shown in
Figure 10-3, are additional ways to describe size distributions of lognormally distributed
aerosols.In these distributions, half of the mass or surface area of particles is assodthated
particles smaller than the MMD or SMD; the other half of the particles is associated with
particles larger than the MMD or SMD, respectively.

The relationship of the various lognormal distribution parameters based on geometric
diameter of particles is unique, since the CMD, SMD, and MMD are all lognormal with the
same g, but with different means that can be calculat€éde CMD ands, can be determined

and extrapolated to MMD, and SMD using the following relationships
In(MMD) = In(CMD) + 3(Ina,)?, (10-1)

and
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In(SMD) = In(CMD) + 2(Ing)”. (10-2)

For most aerosols, it is useful to define a particle's size in terms of its aerodynamic size
whereby particles of differing geometric size, shape and density are compared aerodynamically
with the instability behavior of particles that are unit density (1 gfi)/spheres.The
aerodynamic behavior of unit density spherical particles can be determined, both experimentally
and theoretically, consequently, the aerodynamic diameter constitutes a useful standard by which
all particles can be compared in matters of inertial impaction and gravitational setting,, if
the terminal settling velocity of a unit density sphere ofid0diameter is measured in still air,
the velocity induced by gravity would b&x10" cm/s. If the gravitational settling of an
irregularly shaped particle of unknown density was measured and the same terminal velocity was
obtained, the particle would have a1 aerodynamic diameter (Ji Its tendency to deposit
by inertial processes on environmental surfaces or onto the surfaces of the human respiratory
tract will be the same as for the 2t unit density sphere.

A term that is frequently encountered is mass median aerodynamic diameter (MMAD),
which refers to the mass median of the distribution of mass with respect to aerodynamic
diameter. With commonly-encountered aerosols having low to moderate polydispeysi®,5,
the Task Group on Lung Dynamics (TGLD) (1966) showed that mass deposition in the human
respiratory tract could be approximated by the deposition behavior of the particle of median
aerodynamic size in the mass distribution, the so-called MMAs is successful because the
particles which dominate the mass distribution are those which deposit mainly by settling and
inertial impaction.

In many urban environments, the aerosol frequency and mass distributions have been
found to be bimodal or trimodal (Figure 10-4), usually indicating a composite of several log
normal distributions where each aerosol mode was presumably derived from different formation
mechanisms or emission sources (John et al., 198@)versely, in the laboratory,
experimentalists often create aerosol distributions which are lognormal or normal, and very
frequently, they generate monodisperse aerosols consisting of particles of nearly ombesize.

use of monodisperse aerosols of nearly uniform, unit density, spherical particles
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Figure 10-4. These normalized plots of number, surface, and volume (mass) distributions
from Whitby (1975) show a bimodal mass distribution in a smog aerosol.
Historically, such particle size plots were described as consisting of a coarse
mode (2.5 to 15um), a fine mode (0.1 to 2..xm), and a nuclei mode (<
0.05«m). The nuclei mode would currently fall within the ultrafine particle
range (0.005 to 0.k«m).

greatly simplifies experimental deposition and retention measurements and also instrument
calibrations. With nearly uniform particles, the mass, surface area and frequency distributions
are nearly identical, another important simplification.

The terms count median aerodynamic diameter (CMAD) and surface median aerodynamic
diameter (SMAD) might be encounteretihese distributions are useful in that they include
consideration of aerodynamic properties of the partidiethe particle aerodynamic or diffusive
diameter is determined when sizing is done, then the median of the particle size distribution is
the CMAD, or count median diffusive (or thermodynamic) diameter (CMDD or CMTD),
respectively.If the mass of particles is of concern, then the median that is derived is the MMAD
or mass median diffusive (or thermodynamic) diameter (MMDD or MMTGgnerally,

MMTDs or MMADs are generally used to evaluate particle deposition patterns in the respiratory

tract because deposition of inhaled aerosol particles, as discussed in detail later in this chapter, is
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determined primarily by particle diffusive and aerodynamic properties of the particles rather
than simply particle physical size, surface area, volume, or mMaswity median aerodynamic
diameter (AMAD) is the median of the distribution of radioactivity or toxicological or biological
activity with respect to sizeBoth MMAD and AMAD are determined using aerosol sampling
devices such as multistage impactofghen particles become smaller than about®nl

diameter, their instability as an aerosol depends mainly on their interaction with air molecules.
Like particles in Brownian motion, they are caused to "diffuse these small particles and
especially for ultrafine particles, this interaction is independent of the particle density and varies
only with geometric particle diamete¥.ery small particles are not expressed in aerodynamic
equivalency, but instead to a thermodynamic-equivalent 3ize.thermodynamic particle

diameter (¢,) is the diameter of a spherical particle that has the same diffusion coefficient in air
as the particle of interesfhe activity median thermodynamic diameter (AMTD) is the diameter
associated with 50 percent of the activity for particles classified thermodynamically.

The selection of the particle size distribution to associate with health effects depends on
decisions about the importance of number of particles, mass of particles, or surface area of
particles in producing the effecttn some situations, numbers of particles or mass of particles
phagocytized by alveolar macrophages may be important; in other cases, especially for particles
that contain toxic constituents, surface area may be the most important parameter that associates
exposures with biological responses or patholofyese particle distributions should all be
considered during the course of evaluating relationships between inhalation exposures to
particles and effects resulting from the exposures.

Most of the discussion in the remainder of this chapter will focus on MMAD because it is
the most commonly used measure of aerosol distributiddMAD is not measured directly,
an alternative is to estimate MMAD from one of the particle size distributions that is based on
physical size of the particles (CMD, MMD, and SMD), which can all be readily converted to
MMAD. The approximate conversion of MMD to MMAD is made using the following

relationship (neglecting correction for slip)

MMAD = MMD - (particle density}”°. (10-3)
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By definition, MMDD = CMTD, because behavior of particles in this size category does not
usually depend on aerodynamic properties.

Because small particles have a large aggregate surface area, aerosols comprised of such
particles have increased potential for reactiviipr example, tantalum is a very stable,
unreactive metal, whereas aerosols of tantalum particles can be caused to explode by a spark.
The rates of oxidation and solubility are proportional to surface area as are the processes of gas
adsorption and desorption, and vapor condensation and evapovatioordingly, special
concerns arise from gas-particle mixtures and from "coated" partietesa general review of
atmospheric aerosols, their characteristics and behavior, the publidmbome Particles

prepared under the aegis of the National Research Council (1979) is recommended.

10.3 ANATOMY AND PHYSIOLOGY OF THE RESPIRATORY TRACT

The respiratory systems of humans and various laboratory animals differ in anatomy and
physiology in many quantitative and qualitative way$ese differences affect air flow patterns
in the respiratory tract, and in turn, the deposition of an inhaled aeRaxicle deposition
connotes the removal of particles from their airborne state due to their inherent instabilities in air
as well as to addtional instabilities in air induced when additional external forces are applied.
For example, in tranquil air, a 10 um diameter unit-density particle only undergoes
sedimentation due to the force of gravitya 10 um patrticle is transported in a fast moving air
stream, it acquires an inertial force that can cause it to deposit on a surface projecting into the air
stream without significant regard to gravitational settlirgr health-related issues, interest in
particle deposition is limited to that which occurs in the respiratory tract of humans and
laboratory animals during the respiration of dust-laden air.

Once particles have deposited onto the surfaces of the respiratory tract, some will undergo
transformation, others will not, but subsequently, all will be subjected either to absorptive or
non-absorptive particulate removal processes, e.g., mucociliary transport, or a combination
thereof. This will result in their removal from the respiratory tract surfa¢eslowing this,
they will undergo further transport which will remove them, to a greater or less degree, from the

respiratory tract.Such particulate matter is said to have undergone cleardodibe extent
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particulate matter is not cleared, it is retain@tie temporal persistence of uncleared (retained)
particles within the structure of the respiratory tract is termed retention.

Thus, either the deposited or retained dose of inhaled particles in each region is governed
by the exposure concentration, by the individual species anatomy (e.g., airway size and
branching pattern, cell types) and physiology (e.g., breathing rate, and clearance mechanisms),
and by the physicochemical properties (e.g., particle size, distribution, hygroscopicity,
solubility) of the aerosolThe anatomic and physiologic factors are discussed in this section.

The physicochemical properties of particles were discussed in SectiorDHEpd@sition and
clearance mechanisms will be discussed in Section 10.4.

The respiratory tract in both humans and various experimental mammals can be divided
into three regions on the basis of structure, size, and fundtenextrathoracic (ET) region or
upper respiratory tract (URT) that extends from just posterior to the external nares to the larynx,
i.e., just anterior to the trachea, the tracheobronchial region (TB) defined as the trachea to the
terminal bronchioles where proximal mucociliary transport begins; and the alveolar (A) or
pulmonary region including the respiratory bronchioles and alveolar $aesthoracic (TH)
region is defined as the TB and A regions combinBte anatomic structures included in each
of these respiratory tract regions are listed in Table 10-1, and Figure 10-5 provides a
diagrammatic representation of these regions as described in the International Commision on
Radiological Protection (ICRP) Human Respiratory Tract Model (ICRP66, 1994).

Figure 10-6 depicts how the architecture of the respiratory tract influences the airflow in
each region and thereby the dominant deposition mechanidmes5 major mechanisms
(gravitational settling, inertial impaction, Brownian diffusion, interception and electrostatic
attraction) responsible for particle deposition are schematically portrayed in Figure 10-6 and will
be discussed in detail in Section 10.4.1.

In humans, the nasal hairs, anterior nares, turbinates of the nose, and glottic aperture in the
larynx are areas of especially high air velocities, abrupt directional changes, and turbulence,
hence, the predominant deposition mechanism in the ET region for large particles is inertial
impaction. In this process, changes in the inhaled airstream direction or magnitude of air
velocity streamlines or eddy components are not followed by airborne particles because of their

inertia. Large particles (>5:m in humans) are more efficiently removed from the
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TABLE 10-1. RESPIRATORY TRAC T REGIONS

Region Anatomic Structure Other Terminology

Extrathoracic (ET) Nose Head airways region
Mouth Nasopharynx (NP)
Nasopharynx Upper respiratory tract (URT)
Oropharynx Naso-Oro-Pharyngo-Laryngeal
Laryngopharynx (NOPL)
Larynx

Tracheobronchial (TB) Trachea Lower conducting airways
Bronchi

Bronchioles (including
terminal bronchioles)

Alveolar (A) Respiratory bronchioles  Gas exchange region
Alveolar ducts Pulmonary region
Alveolar sacs
Alveoli

Adapted from:Phalen et al. (1988).

airstream in this regionThe respiratory surfaces of the nasal turbinates are in very close
proximity to and designed to warm and humidify the incoming air, consequently they can also
function effectively as a diffusion deposition site for very small particles and an effective
absorption site for water-soluble gas&se turbinates and nasal sinuses are lined with cilia
which propel the overlying mucous layer posteriorly via the nasopharynx to the laryngeal region.
Thus, the airways of the human head are major deposition sites for the largest inhalable particles
(>10 um aerodynamic diameter) as well as the smallest particles (<0.1 micrometers diameter).
For the most part, the ET structures are lined with a squamous, non-ciliated mucous membrane.
Collectively, the movement of upper airway mucus, whether transported by cilia or gravity, is
mainly into the gastrointestinal (Gl) tract.

As air is conducted into the airways of the head and neck during inspiration, it first passes
through either the nasal passages or moWhereas nasal breathing is normal with most people
most of the time, the breathing mode usually depends upon the worlkita#.loads which

tend to treble or quadruple minute ventilation i.e., go from 10 L/m to
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30 to 40 L/m, cause most subjects to change from nasal to oronasal brehtl@iiger case, the
inspired air then passes through the pharyngeal region into the larynx.

From the larynx, inspired air passes into the trachea, a cylindrical muscular- cartilaginous
tube. The trachea measures approximately 1.8 cm diameter x 12 cm long in hurhans.
trachea, like other conducting airways of the lungs, is ciliated and richly endowed with secretory
glands and mucus-producing goblet cellfie major or main stem bronchi are the first of
approximately 16 generations of branching that occur in the human bronchial Foze".
modeling purposes, Weibel (1963;1980) described bronchial branching as regular and
dichotomous, i.e., where the branching parent tube gives rise, symmetrically, to two smaller (by
approximatelyi/i) tubes of the same diametéfthile this pattern provides a simplification for
modeling, the human bronchial tree actually has irregular dichotomous branching, wherein the
parent bronchi gives rise to two smaller tubes of differing diameter and IeRgghmumber of
generations of branching occurring before the inspired air reaches the first alveolated structures
varies from about 8 to 18 (Raabe et al., 1976; Weibel, 198.junction of conducting and
respiratory airways appears to be a key anatomic fddasy inhaled particles of critical size
are deposited in the respiratory bronchioles that lie just distal to this junction, and many of the
changes characteristic of chronic respiratory disease involve respiratory bronchioles and alveolar
ducts.

Impaction remains a significant deposition mechanism for particles larger tham?2.5
aerodynamic equivalent diametegan the larger airways of the TB region in humans and
competes with sedimentation, with each mechanism being influenced by mean flow rate and
residence time, respectivehAs the airways successively bifurcate, the total cross-sectional area
increases.This increases airway volume in the region, and the air velocity is decra&/@bd.
decreases in velocity and more gradual changes in air flow direction as the branching continues,
there is more time for gravitational forces (sedimentation) to deposit the paBex@nentation
occurs because of the influence of the earth's gravity on airborne pariepssition by this
mechanism can occur in all airways except those very few that are velfcglarticles=4 um
d., a transition zone between the two mechanisms, from impaction to predominantly
sedimentation, has been observed (U.S. Environmental Protection Agency, TRBi82).

transition zone shifts toward smaller particles for nose breathing.
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The surface area of the adult human TB region is estimated to be about*20fdts
volume is about 150 to 180 mlAt the level of the terminal bronchiole, the most peripheral of
the distal conducting airways, the mean airway diameter is about 0.3 to 0.4 mm and their
number is estimated at about 6X18s to the variability of bronchial airways of a given size,
Weibel's model (1963) considered 0.2 cm diameter airways and noted that such airways occur
from the 4th to 14th generations of branching, peaking in frequency around the 8th generation.
An insight into the variabilities in various lung models was provided by Forrest (1993) who
indicated that the number of terminal bronchioles incorporated in Weibel's model was about
66,000, whereas, Findeisen (1935) used 54,000 and Horsfield and Cumming (1968) estimated
only 28,000. The transitional airways of the human lung, the respiratory bronchioles and
alveolar ducts, undergo an average of another 6 generations of branching according to Weibel
(1980) before they become alveolar sads this basis, the dichotomous lung model indicates
there should be about 8.4®¥Mfranches (), serving 3x1dalveoli. The "typical path" model of
Yeh and Schum (1980), adopted by the National Council on Radiation Protection (NCRP)
(Cuddihy et al., 1988), cites approximately 33,000 terminal bronchidles.International
Commission on Radiological Protection (ICRP) utilized the dimensions from three sources in its
human respiratory tract model (ICRP66, 1994).

The parenchymal tissue of the lungs surrounds all of the distal conducting airways except
the trachea and portions of the mainstem bron€his major branch point area is termed the
mediastinum; it is where the lungs are suspended in the thorax by a band of pleura called the
pulmonary ligament, the major blood vessels enter and leave the hilus of each lung, and the site
of the mediastinal pleura which envelopes the heart and essentially subdivides the thoracic
cavity.

Humans lungs are demarcated into 3 right lobes and 2 left lobes by the pleuralTiméng.
suspension of the lungs in an upright human gives rise to a gradient of compliance increasing
from apex to base and thereby controls the sequential filling and emptying of the lungs.
Subdivisions of the lobes (segments) are not symmetrical due to a fusion of 2 (middle left lung)
of the 10 lobar segments of the lung and occasionally an underdeveloped segment in the lower
left lobe. Lobar segments can be related to specific segmental bronchi and are useful anatomical

delineators for bronchoalveolar lavage.
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The lung parenchyma is composed primarily of alveolated structures of the A region and
the associated blood vessels and lymphatflége parenchyma is organized into functional units
called acini which consist of the dependent structures of the first order respiratory bronchioles.
The alveoli are polyhedral, thin-walled structures numbering approximately Bxth@ adult
human lung.Schreider and Raabe (1981) provided a range of values, viz, 2t 3.0 x 16,

The parenchymal lung tissue can be likened to a thin sheet of pneumocytes (0.5 to 1.0 um
thickness) that envelopes the pulmonary capillary bed and is supported by a lattice of connective
tissue fibers:these fibers enclose the alveolar ducts (entrance rings), support the alveolar septa,
and anchor the parenchymal structures axially (e.g. from pulmonary veins) and peripherally
(from the pleural surface).

The alveolar walls or septa are constructed of a network of meandering capillaries
consisting mainly of endothelial cells, an overlying epithelium made of Type | cells or
membranous pneumocytes (95% of the surface) with Type Il cells or metabolically-active
cuboidal pneumocytes (5% of the surface), and an interstitium or interseptal connective tissue
space that contains interstitial histiocytes and fibroblasts (Stone et al., Fa®23bout one-half
of the alveolar surface, the Type | pneumocytes and the capillary endothelia share a fused
basement membran®therwise, there is an interstitial space within the septa which
communicates along the capillaries to the connective tissue cuffs around the airways and blood
vessels.The connective tissue spaces or basal lamina of these structures are served by
pulmonary lymphatic vessels whose lymph drainage, mainly perivascular and peribroischial,
toward the hilar region where it is processed en route by islets of lymphoid tissue and filtered
principally by the TB lymph nodes before being returned to the circulation via the subclavian
veins. From the subpleural connective tissue, lymphatic vessels also arise whose drainage is
along the lobar surfaces to the hilar region (Morrow, 1972).

The epithelial surface of the A region is covered with a complex lipo-proteinaceous liquid
called pulmonary surfactani'his complex liquid contains a number of surface-active materials,
primarily phospholipids, with a predominance of dipalmitoyl lecithiine surfactant materials
exist on the respiratory epithelium non-uniformly as a thin film (<0.01 um thick) on a hypophase
approximately 10 times thickeiThis lining layer stabilizes alveoli of differing dimensions from
collapsing spontaneously and helps to prevent the normal capillary effusate from diffusing from

the interstitium into the alveolar spacédhe role of the lining layer as an environmental
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interface is barely understood, especially in terms of how the layer may modify the
physicochemical state of deposited particles and vice versa.

The epithelial surface of the A region, which can exceed 08 humans, maintains a
population of mobile phagocytic cells, the alveolar macrophage (AM), that have many important
functions, e.g. removing cellular debris, eliminating bacteria and elaborating many cytologic
factors. The AM is also considered to play a major role in non-viable particle cleardhee.
resident AM population variegjter alia, according to conditions of particle intake, as does their
state of activationAn estimate of the normal AM population in the lungs of non-smokers is
about 7x18(Crapo et al. 1982) while in the Fischer 344 rat, estimates are about’2®@ 2191
x 10' AM (Lehnert et al., 1985; Stone et al., 1992ccording to prevailing views, the
importance of AM-mediated particle clearance via the bronchial airways in the rat and human
lungs may be different (refer to Section 10.4.2.).

The respiratory tract is a dynamic structuBauring respiration, the caliber and length of
the airways changes as do the angles of branching at each bifurddtestructural changes
that occur during inspiration and expiration diff&ince respiration, itself, is a constantly
changing volumetric flow, the combined effect produces a complex pattern of airflows during
the respiratory cycle within the conducting airways and volumetric variations within the A
region. Even if the conducting airways were rigid structures and a constant airflow was passed
through the diverging bronchial tree, the behavior of air flow within these structures would
differ from that produced by the identical constant flow passed in the reverse or converging
direction. Consequently, important distinctions exist between inspiratory and expiratory
airflows through the airways, especially those associated with the glottic aperture and nasal
turbinates.Distinctions occurring in particle deposition during inspiration and expiration are not
as marked as those in airflowhis is because the particles with the greatest tendency to deposit,
will deposit during inspiration and will mostly be absent from the expired air.

At rest, the amount of air that is inspired, the tidal volumg, (¢ normally about 500 mL.

If a maximum inspiration is attempted, about 3300 mL of air can be added; this constitutes the
inspiratory reserve volume (IRVPDuring breathing at rest, the average expireas\éssentially
unchanged from the average inspired ¥t the end of a normal expiration, there still remains

in the lungs about 2200 mL, the functional residual capacity (FR@)en a maximum

expiration is made at the end of a normal tidal volume, approximately 1000 mL of additional air
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will move out of the lung:this constitutes the expiratory reserve volume (ERR@maining in

the lungs after a maximal expiration is the residual volume (RV) of approximately 1200 mL.
These volumes and capacities are illustrated in Figure Fyoim the perspective of air volumes

within the respiratory tract, estimates are based on both anatomic and physiologic measurements.
The ET airways have a volume in the average adult of about 80 mL, whereas the composite
volume of the transitional airways is about 440 nélt.rest, the total volume in the lungs at end
exhalation is usually around 2200 mL and is called the functional residual capacity B&RL).

the RV and FRC tend to increase with age and in some forms of lung disease (e.g., T¥D).

gas exchange volume of the lungs contacts with between 60 and’ bd@lreolar epithelium

depending on the state of lung inflation, viz, Al 22 (V)**

where the surface area (Alvis

in m” and the lung volume (Y in liters (or cubic decimeters)The alveolar volume is

juxtaposed with a pulmonary capillary blood volume (70 to 230 mL) which varies with cardiac
output and contacts an endothelial surface area of comparable size to that of the alveoli.

The average respiratory frequency of an adult human at rest is about 12 to 18 cycles per
min. This indicates a cycle length of 4 to 5about 40% for inspiration and 60% for expiration.
With a 500 mL V, this results in a minute ventilation {vof about 6 to 7.5 L/minabout 60 to
70% of the"\L is considered alveolar ventilation due to the dead space volume constituting about
30 to 40% of the Y. With the foregoing assumptions, the mean inspiratory and expiratory air
flows will be about 250 mL/s and 166 mL/s, respectivéyring moderate to heavy exercise,
the V; will increase by up to 10-fold or more (35 to 70 L/min or mofB)is is accomplished
initially and primarily by an increase in.\{V; reaches approximately 2.0 L and frequency
approximately 30 to 35 per min at a ventilation of 60 to 70 L per niihgre is considerable
variation in responseOne impact of such an assumed change.iis that the duration of the
respiratory phases become shorter and more similar, consequently, the mean inspired and
expired air flows will both likely increase to abot,000 mL/s.With nose breathing, an

inspiratory airflow of
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Maximal Inspir atory
Level

Rgsﬂ]g Ig(pirat(;y Level

Maximal Expiratory Level

Figure 10-7. Lung volumes and capacities.Diagrammatic representation of various lung
compartments, based on a typical spirogramTLC, total lung capacity; VC,
vital capacity; RV, residual volume; FRC, functional residual capacity; IC,
inspiratory capacity; V., tidal volume; IRV, inspiratory reserve volume;
ERV, expiratory reserve volume. Shaded areas indicate relationships
between the subdivisions and relative sizes as compared to the TLThe
resting expiratory level should be noted, since it remains more stable than
other identifiable points during repeated spirograms, hence is used as a
starting point for FRC determinations, etc.

Source: Ruppel (1979).

800 mL/s would be expected to produce linear velocities in the anterior nares greater than 10
m/s.

Because of the irregular anatomic architecture of the nasal passages, the incoming air
induces many eddies and turbulence in the ET airwa@kiss is also true in the upper portions of
the TB region largely due to the turbulence created by the glottic apefsitbe collective
volume and cross sectional area of the bronchial airways increases, the mean airflow rates fall,

but "parabolic airflow", a characteristic of laminar airflow does not develop because of the
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renewed development of secondary flows due to the repetitive airway bran€lunditions of

true laminar flow probably do not occur until the inspired air reaches the transitional airways.
Whether air flow in a straight circular tube is laminar or turbulent is determined by a
dimensionless parameter known as the Reynolds number (Re) which is defined by the ratio

p,D,U/n wherep, is the air density, Dis the tube diameter, U is the air velocity, and p is the

viscosity of air. As a general rule, when Re is below 2000, the flow is expected to be laminar
(Owen, 1969).See Table 10-2.

Pattle (1961) was the first investigator to demonstrate that the nasal deposition of particles
was proportional to the product of the aerodynamic diamejg¢is@iared and the mean
inspiratory flow rate (Q); where the aerodynamic diameter is the diameter of a unit density
sphere having the same terminal settling velocity (see Section 10.2) as the particle of concern.
Albert et al. (1967) and Lippmann and Albert (1969) were among the earliest to report
experimentally that the same general relationship governed inertial deposition of different
uniformly-sized particles in the conducting airways of the TB regie&cent papers by
Martonen et al. (1994a,b,c) have considered the influence of both the cartilaginous rings and the
carinal ridges of the upper TB airways on the dynamics of airflasvin the case of the glottic
aperture, these structures appear to contribute to the non-uniformity of particulate deposition
sites within these airwaysConcomitantly, Martonen et al. have pointed to the limitations
incurred by assuming smooth tubes in modeling the aerodynamics of the upper TB airways (see
also Section 10.5.1.5).

Smaller particles, i.e. those with an aerodynamic size of between 0.1 and 0.5 um, are the
particles with the greatest airborne stabilifyhey are too small to gravitate appreciably and are
too large to diffuse; hence they tend to persist in the inspired air as a gas would, but in teams of
alveolar mixing, they behave as "non-diffusible” gabe study of these particles has provided
very useful information on the distribution of tidal air under different physiologic conditions
(Heyder et al., 1985)A recent analysis of airflow dynamics in human airways, conducted by
Chang and Menon (1993), concluded that the measurement of flow dynamics aids in the

understanding of particle transport and the development of enhanced areas of particle deposition.

Sedimentation becomes insignificant relative to diffusion as the particles become smaller.

Deposition by diffusion results from the random (Brownian) motion of very small
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TABLE 10-2. ARCHITECTURE OF THE HUMAN LUNG ACCORDING TO WEIBEL'S (1963)
MODEL A, WITH REGULARIZED DICHOTOM Y

At flow of 1 L/sec

Diameter Length Cum? Ared Volume Cum? Volume Speed Reynolds
Region Generation Number (mm) (mm) Length (mm) (cm?) (mL) (mL) (cm/s) Number
Trachea 0 1 18 120.0 120 2.6 31 31 393 4,350
Main bronchus 1 2 12.2 47.6 167 2.3 11 42 427 3,210
Lobar bronchus 2 4 8.3 19.0 186 2.2 4 46 462 2,390
3 8 5.6 7.6 194 2.0 2 47 507 1,720
Segmental bronchus 4 16 4.5 12.7 206 2.6 3 51 392 1,110
5 32 35 10.7 217 3.1 3 54 325 690
Bronchi with 6 64 2.8 9.0 226 4.0 4 57 254 434
cartilage in wall 7 128 2.3 7.6 234 5.1 4 61 188 277
8 256 1.86 6.4 240 7.0 4 66 144 164
9 512 1.54 5.4 246 9.6 5 71 105 99
Terminal bronchus 10 1,020 1.30 4.6 250 13 6 7 73.6 60
11 2,050 1.09 3.9 254 19 7 85 52.3 34
12 4,100 0.95 3.3 257 29 10 95 34.4 20
Bronchioles with 13 8,190 0.82 2.7 260 44 12 106 23.1 11
muscle in wall 14 16,400 0.74 2.3 262 70 16 123 14.1 6.5
15 32,800 0.66 2.0 264 113 22 145 8.92 3.6
Terminal bronchiole 16 65,500 0.60 1.65 266 180 30 175 5.40 2.0
Resp. bronchiole 17 131 x 16 0.54 1.41 267 300 42 217 3.33 1.1
Resp. bronchiole 18 262 x 10 0.50 1.17 269 534 61 278 1.94 0.57
Resp. bronchiole 19 524 x 10 0.47 0.99 270 944 93 370 1.10 0.31
Alveolar duct 20 1.05 x 16 0.45 0.83 271 1,600 139 510 0.60 0.17
Alveolar duct 21 2,10 x 16 0.43 0.70 271 3,200 224 734 0.32 0.08
Alveolar duct 22 4,19 x 16 0.41 0.59 272 5,900 350 1,085 0.18 0.04
Alveolar sac 23 8.39 x 16 0.41 0.50 273 12,000 591 1,675 0.09 —
Alveoli, 21 per duct 300 x 16 0.28 0.23 273 3,200 4,800

2Area = total cross sectional area.
°Cum. = cumulative.
‘Dead space, approx. 175 mL + 40 mL for mouth.

Source: Y.C. Fung (1990).



particles caused by the collision of gas molecules inTdie terminal settling velocity of a

particle approaches 0.001 cm/s for a unit density sphere with a physical diameterrof @&

that gravitational forces become negligible at smaller diametdrs.main deposition

mechanism is diffusion for a particle having physical (geometric) size.s0.9mpaction and
sedimentation are the main deposition mechanisms for a particle whose size istherater

0.5 um. Hence, ¢.= 0.5um is convenient for use as the boundary between the diffusion and
aerodynamic regimesAlthough this convention may lead to confusion in the case of very dense
particles, most environmental aerosols have densities below 3 @/c& Environmental

Protection Agency, 1982)Diffusional deposition is important in the small airways and in the A
region where distances between the particles and airway epithelium areBiffiadion has

also been shown to be an important deposition mechanism in the ET region for small particles
(Cheng et al., 1988, 1990).

With mouth-only breathing, the regional deposition pattern changes dramatically when
compared to nasal breathing, with ET deposition being reduced and both TB and A deposition
enhanced.Oronasal breathing (partly via the mouth and partly nasally), however, typically
occurs in healthy adults while undergoing exerciBeerefore, the appropriate activity pattern of
subjects for risk assessment estimation remains an important Msglez.et al. (1988)
examined ET and thoracic deposition as a function of particle size for ventilation rates ranging
from normal respiration to heavy exercigefamily of estimated deposition curves was
generated as a function of breathing pattern (See Section 10.5Anhdthmical and functional
differences between adults and children are likely to interact with the major mechanisms
affecting respiratory tract deposition in a complex way which will have important implications
for risk assessment.

Humidification and warming of the inspired air begins in the nasal passages and continues
into the deep lungThis conditioning of the ambient air does not significantly affect particle
deposition unless the particulate material is intrinsically hygroscopic, in which case, it is very
important. For both liquid and solid aerosol particles that are hygroscopic, there are physical
laws that control both particle growth and deposition, and these have been modeled extensively.
In a review of this general subject (Morrow, 1986), many experimental measurements of the
humidity (RH) and temperature of the air within the respiratory tract have been reported, but

because of the technical problems involved, uncertainties refaio.major problems prevail:
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(1) the accurate measurement of temperature requires a sensor with a very rapid response time;
and (2) hygrometric measurements of conditions of near saturation (>99% RH) are the most
difficult to make. The latter technicality is of special significance, because the growth of
hygroscopic aerosols are greatest near satura&onexample, the effect of a difference in
humidity between 99.0% and 99.9% is more important than the difference between 20 and 80%
RH. A more complete discussion of models and experimental determinations of the deposition
of hygroscopic aerosols is given in Section 10.4.

The differences in respiratory tract anatomy summarized briefly in this section are the
structural basis for the species differences in particle deposlticaddition to the structure of
the respiratory tract, the regional thickness and composition of the airway epithelium (a function
of cell types and distributions) are important factors in clearance (Section Chdacteristic
values and ranges for many respiratory parameters have been published for "Reference Man" by
the International Commission on Radiological Protection (ICRP) (1975) and they are also
available from many reference sources (Altose, 1980; Collett et al., 1988; Cotes,A979).
typical description of respiratory tract morphology, cytology, histology, structure, and function
is given in Table 10-3This description of the respiratory tract is used in the human dosimetry
model applied in Section 10.7 (ICRP66, 199Bdr additional information on human respiratory
tract structure, the papers of Weibel (1963; 1980), Hatch and Gross (1964), Proctor (1977),
Forrest (1993), and Gehr (1994) are recommended.

10.4 FACTORS CONTROLLING COMPARATIVE INHALED DOSE

As discussed in Section 10.1, comprehensive characterization of the
exposure-dose-response continuum is the fundamental objective of any dose-
response assessmehfithin human and interspecies differences in anatomical
and physiological characteristics, the physicochemical properties of the
inhaled aerosol, the diversity of cell types that mayalfected, and a myriad
of mechanistic and metabolic differences all combine to make the
characterization particularly complex for the respiratory tract as the portal of
entry. This section attempts to discuss these factors within the exposure-dose-
response context in order to present unifying concefiiese concepts are used

to construct a framework by which to
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TABLE 10-3. MORPHOLOGY, CYTOLOGY, HISTOLOGY, FUNCTION, AND STRUCTURE OF THE
RESPIRATORY TRACT AND REGIONS USED IN THE ICRP66 (1994) HUMAN DOSIMETRY MODEL

Regions used in Mode

Functions Cytology (Epithelium) Histology (Walls) G':L\:‘rgg:m Anatomy @ Z(f\l";s Location sﬁ:’rf\;v: ) Nxm:;:f
New old
Air Conditioning| Respiratory Epithelium with Goblet Mucous Membrane, Respiratory Anterior Nasal Passages ET, ° 2x10°nf I
Temperature and Cells Epithelium (Pseudostratified, | = | = s — e — E
Humidity, and Cell Types: Ciliated, Mucous), Glands =
Cleaning; Fast * Ciliated Cells /Nose Pharynx BT |LNer | (N-P) =121]¢
Particle * Nonclllated Cells: Mucous Membrane, Resplratory 7 sl & H
Clearance; Air Goblet Cells or Stratifled Epithellum, Glands / Mouth Posterior ‘% ® g 45x102nf —
Conduction Mucous (Secretory) Cellg o w 3
Serous Cells 7 Laryn Esophagus] 2 g
Brush Cells Y/ a &
Endocrine Cells ® i
Basal Cells ; 0 Trachea 2
. Mucous Membrane, Respiratory ]%
Interm ediate Cells Eplthellum Cartllage Rings, - g
Glands 1 Main BronW\Q e 2.9x102 ¢
=< BB < 9X 511 (a)
Mucous Membrane, Respiratory o, @
Epithelium, Cartilage plates, 2.8 Bronchi .,E
Smooth Muscle Layer, Glands i (T-B) e
| x
Respiratory Epithelium with Clara Mucous Membrane, Respiratory Bronchloles Q
Cells (No Goblet Cells) Epithelium, No Cartilage, No 9-14 ;
Cell Types: Glands, Smooth Muscle Layer - c 1 n?
« Clllated Cells bb 8 2.4x10 6.5x1¢* (a)
* Nonclilated Cells: — — 8 (a)
Clara (Secretory) Cells Mucous Membrane, Single-Layer /\ o >
Respiratory Epithelium, Less 15 Terminal H o «
Ciliated, Smooth Muscle Layer Bronchlole: LN.,E') o T E
) . ) S NN " £le
Air Conduction; | Resplratory Epithellum Conslisting Mucous Membrane, Single-Layer e = 3
Gas Exchange; | Mainly Respiratory Epithelium of P @ = o
Slow Particle of Clara Cells(Secretory) and Few Cuboldal Cells, Smooth Muscle Resplratory > e R .
Clearance Ciliated Cells Layer 16-18 Bronchioles 8 x 7.5m 4.6x10 (a)
2] 3
Af‘-rz.\ 2
=
Alveolar ) |
Gas Exchange; | Squamous Alveolar Epithelial Cells Wall Consists of Alveolar e
Very Slow (Typel), Covering 93% of Alveolar Entrance Rings, Squamous Ducts Al g
Particle Surface Areas Epithelial Layer, Surfactant (c) gl
Clearance N )
Cuboldal Alveolar Eplithellal Cells @ o
(Type Il, Surfactant-Producing), - ol X 140 m? 4.5x 10" (b)
Covering 7% of Alveolar Surface Ared |n¢eralveolar Septa Covered by Alveolar a
Squamous Epithelium, Containin Sacs A
Alveolar Macrophages Capillaries, Surfactant (c)
Lymphatics L

* Dimensions from three sources (James, 1988; adapted from Weibel, 1963; Yeh and Schum, 1980; and Phalen et al., 1985) were averaged after all were adjusted to a

functional residual capacity (FRC) of 3.3 x 10 m® (Yu and Diu, 1982a; James, 1988).
® Calculated from Hansen and Ampaya (1975) and scaled to a functional residual capacity (FRC) of 3.3 x 10° m2.
° Unnumbered because of imprecise information.
¢ Previous ICRP Model.
o As described in the text, lymph nodes are located only in BB region but drain the broncholar and alveolar interstitial regions as well as the bronchial region.




evaluate the different available dosimetry models; to appreciate why they are constructed
differently, and to determine which are the most appropriate for extrapolation of the available
toxicity data. The section discusses the major factors controlling the disposition of inhaled
particles. Note that disposition is defined as encompassing the processes of deposition,
absorption, distribution, metabolism, and elimination.

It must be emphasized that dissection of the factors that control inhaled dose into discrete
topic discussions is deceptive and masks the dynamic and interdependent nature of the intact
respiratory systemFor example, although deposition in a particular respiratory region will be
discussed separately from the clearance mechanisms for that region, retention (the actual amount
of inhaled agent found in the respiratory tract at any time) is determined by the relative rates of
deposition and clearanc&etention and the toxicologic properties of the inhaled agent are
related to the magnitude of the pharmacologic, physiologic, or pathologic resfitresefore,
although the deposition mechanisms, clearance mechanisms, and physicochemical characteristics
of particles are described in distinct sections, assessment of the overall dosimetry and toxic
response requires integration of the various factors.

Inasmuch as particles which are too massive to be inhaled occur in the environmental air,
the description "inhalability” has been used to denote the overall spectrum of particle sizes which
are potentially capable of entering the respiratory tract of humans and depositing tBzoeipt
under conditions of microgravity (spaceflight) and possibly some other rare circumstances, unit
density particles >100 um diameter have a low probability of entering the mouth or nose in still
air. Nevertheless, there is no sharp cutoff to zero probability because air velocities into the nose
or mouth during heavy breathing, or in the presence of a high wind, may be comparable to the
settling velocity of >100-um particlegven though the settling velocity of particles of this size
is >25 cm/s, wind velocities of several m/s can result in them being blown into the nose or
mouth. Inhalability can be defined as the ratio of the number concentration of particles of a
certain aerodynamic diameteg,, dhat are inspired through the nose or mouth to the number
concentration of the same,@resent in the inspired volume of ambient air (ICRP66, 1994
concept of aerodynamic diameter is discussed in Section t0s2udies with head and torso
models, inhalability has been considered generally under conditions of different wind velocities

and horizontal head orientations.
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The American Conference of Governmental Industrial Hygienists (ACGIH) (1985)
expressed inhalability in terms of an intake efficiency of a hypothetical sanjies.
expression was replaced in 1989 by international definitions for inspirable (also called
inhalable), thoracic, and respirable fractions of airborne particle (Soderholm, ¥ag@ement
on these definitions has been achieved between the International Standards Organization (ISO)
and the ACGIH (Vincent, 1995Health-related sampling should be based on one or more of the
three, progressively very-finer, particle size-selective fractions; inhalable, thoracic, and
respirable.

Each definition is expressed as a sampling efficiency (S) which is a function of particle
aerodynamic diameter (Jland specifies the fraction of the ambient concentration of airborne

particles collected by an ideal sampl€&or the inspirable fraction,

-0.06d,,

SI(d,,) = 0.5(1 + e ). (10-4)
For the thoracic fraction,
ST(dd,,)) = SId,) [1 - F(x)], (10-5)
where
In(d, T
Fx) = ———-, I' =11.64pm, X = 1.5. (10-6)
In(Y)

F(x) is the cumulative probability function of a standardized normal random varkd¢he
respirable fraction,

SR(,,) = SI(d,)[1 - F(x)], (10-7)

where
I' = 425um, > = 1.5. (10-8)
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It should be emphasized that these conventions do not purport to reflect deposition per se, but
are rather intended to be representative of the penetration of particles to a region and hence their
availability for deposition.The thoracic fraction corresponds to penetration to the TB plus A
regions, and the respirable fraction to the A regimmalability for laboratory animals is

discussed in Section 10.5.2.

Swift (1976) estimated the deposition of particles by impaction in the nose, based on a
nasal entrance velocity of 2.3 m/s and a nasal entrance width of 0.5 cm, and deduced that
particles >61 pm ghave a negligible probability of entering the nasal passages due to the high
impaction efficiency of the external nardsxperiments by Breysse and Swift (1990) in tranquil
air estimated a practical upper limit for inhalability to~b40 pum d, for individuals breathing at
15 breaths per min at red¥lo information on tidal volumes was provideStudies reported by
Vincent (1990) of inhalability made use of a mannequin with mouth and nasal orifices that could
be placed in a wind tunnel and rotated 360 degrees horizonllgw wind speeds, the intake
efficiency approached 0.5 for particle sizes between 20 um and 10Q, piviingent derived the

following empirical relationship from these studies

n, (sampler) = 0.5 [1 + exp(-0.06,0= 1 x 10> U>*"exp (0.055 g), (10-9)

wheren, is the intake efficiency of the sampley, id the aerodynamic diameter, and U is the
wind speed.For particles with g less than about 40m, intake efficiency generally tends to
decrease with increasing.dHowever, for large particles, the intake efficiency tends to increase
with windspeed.For particles with g < 10um, the ICRP modified Vincent's expression to
increase the accuracy in representing the datas, in the 1994 ICRP66 model (ICRP66, 1994)

the intake efficiency of the hean, i.e., the particle inhalability, is represented by

n,=1-05(1-[7.6x 10 (dy) >+ 1]") + 1 x 10° U*"exp (0.055 ¢),

(10-10)
where g,is in«m and U is the windspeed in (M) gfor 0 < U <10 ms’).

While there is some contention about the practical upper size limit of inhalable particles in

humans, there is no lower limit to inhalability as long as the particle exceeds a critical
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(Kelvin) size where the aggregation of atomic or molecular units is stable enough to endow it
with "particulate” properties, in distinction to those of free ions or gas moledukes.alia,

particles are considered to experience inelastic collisions with surfaces and with eachtwgher.
lower limit for the existence of aerosol particles is assumed to be around 1 nanometers for some
materials (refer to Section 10.2If.the particulate material has an appreciable vapor pressure,
particles of a certain size may "evaporate" as fast as they are formedxample, pure water
droplets as large as 1 um diameter will evaporate in less than 1 second even when they are in
water-saturated air at 2@elsius (Greene and Lane, 1957).

Description of a "respirable dust fraction" was first suggested by the British Medical
Research Council and implemented by C.N. Davies (1952) using the experimentally-estimated
alveolar deposition curve of Brown et al. (195This curve described the respirable dust
fraction as that which would be available to deposit in the alveolated lung structures including
the respiratory bronchioles, thereby making "respirable dusts" applicable to pneumoconiosis-
producing dustsThe horizontal elutriator was chosen as a particle size selector, and respirable
dust was defined as that dust passing an ideal horizontal elutfTderelutriator cutoff was
chosen to result in the best agreement with experimental lung depositio data.

Johannesburg International Conference on Pneumoconiosis in 1959 adopted the same standard
(Orenstein, 1960)Later, an Atomic Energy Commission working group defined "respirable

dust" by a deposition curve which indicated 0% deposition at 10,j8ndi 100% deposition for
particles<2.0 um d. "Respirable dust" was defined as that portion of the inhaled dust which
penetrates to the nonciliated portions of the lung (Hatch and Gross, T9@®RIAEC respirable

size deposition curve was pragmatically adjusted to 100% depositie@ fon d,particles so

that the "respirable” curve could be approximated by a two-stage selective sampler and because
comparatively little dust mass was represented by these small particles (Mercer T9r3a).
definition was not intended to be applicable to dusts that are readily soluble in body fluids or are
primarily chemical intoxicants, but rather only for poorly soluble particles that exhibit prolonged
retention in the lung.

Other groups, such as the American Conference of Governmental Industrial Hygienists
(ACGIH), incorporated respirable dust sampling concepts in setting acceptable exposure levels

for other toxic dustsSuch applications are more complicated, since laboratory animal
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and human exposure data, rather than predictive calculations, form the data base for standards.
The size-selector characteristic specified in the ACGIH standard for respirable dust (Threshold
Limits Committee, 1968) was almost identical to that of the AEC, differing only.at &,

where it allowed for 90% passing the first-stage collector instead of 100 peftendifference
between them appeared to be a recognition of the properties of real particle separators, so that,
for practical purposes, the two standards could be considered equivalent (Lippmann, 1978).

The cutoff characteristics of the precollectors preceding respirable dust samplers are
defined by these criterialhe two sampler acceptance curves have similar, but not identical,
characteristics, due mainly to the use of different types of collecitves BMRC curve was
chosen to give the best fit between the calculated characteristics of an ideal horizontal elutriator
and available lung deposition data; on the other hand, the design for the AEC curve was based
primarily on the upper respiratory tract deposition data of Brown et al. (195@)separation
characteristics of cyclone type collectors simulate the AEC ciiWlgenever the particle size
distribution has @, > 2, samples collected with instruments meeting either criterion will be
comparable (Lippmann, 1978Yarious comparisons of samples collected on the basis of the
two criteria are available (Knight and Lichti, 1970; Breuer, 1971; Maquire and Barker, 1969;
Lynch, 1970; Coenen, 1971; Moss and Ettinger, 1970).

The various definitions of respirable dust were somewhat arbitrary, with the BMRC and
AEC definitions being based on the poorly soluble particles that reach the A r&gnae. part
of the aerosol that penetrates to the alveoli remains suspended in the exhaled air, respirable dust
samples are not intended to be a measure of A deposition but only a measure of aerosol
concentration for those particles that are the primary candidates for A depoGitem that the
"respirable” dust standards were intended for "insoluble dusts", most of the samplers developed
to satisfy their criteria have been relatively simple two-stage instrumiendsidition to an
overall size-mass distribution curve, multistage aerosol sampler data can provide estimates of the
"respirable” fraction and deposition in other functional regidfisld application of these
samplers has been limited because of the increased number and cost of sample analyses and the
lack of suitable instrumentatiorMany of the various samplers, along with their limitations and

deficiencies, were reviewed by Lippmann (1978).
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PM,, dust is based on the PM10 sampler efficiency curve promulgated by the U.S.
Environmental Protection Agencyhis sample is equivalent to the thoracic dust sample defined
by the American Conference of Governmental Industrial Hygienists (Raabe, 1984).

The medical field also refers to a "respirable fractioh&rosols are widely used for both
therapy and diagnosis (Swift, 1993erosols are used to deliver bioactive substances to the
respiratory tract to affect a physiological change (e.g., nasal or bronchial medication),
provocation tests in the diagnosis of bronchial asthma, and the administration of contrast
substances for radiological studida.pharmaceutical applications, the "respirable fraction"
refers to particles with an aerodynamic diameter between 0.5 @amdfér most therapeutic
products, although larger size particles (up tad0) are recognized as important in certain
situations (Hallworth, 1993; Lourenco and Cotromanes, 198&josols produced by
metered-dose-inhaler (MDI) systems are about 2.5 tar®.8 size upon entering the lung (Kim
et al., 1985) and 40 to 50% of these aerosols are expected to deposit during normal tidal
breathing. The lung deposition, however, is usually higher in the abnormal lung, and can be

further increased by changing the mode of breathing.

10.4.1 Deposition Mechanisms

This section will review briefly the aerosol physics that both explains how and why
particle deposition occurs and provides the theoretician a capability to develop predictive
deposition modelsSome of these models will be described in Section 10.5, together with recent
experimental results on particle depositidrne ability of the experimentalist to measure
deposition quantitatively has continued to advance, but theoretical models remain the only
practical way for predicting the impact of aerosol exposures and for delineating the patterns of
intra-regional deposition.

The motion of an airborne particle between 1 and 100 yrs grimarily related to its

mass, and the resulting resistive force of air which is proportional to

uvd, (10-11)

where p is the viscosity of air, v is the velocity of the particle relative to the air, and d is the

particle diameterThis is a statement of Stokes law for viscous resistance which is
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appropriate to a sphere moving in air at low particle Reynolds numbers, i.e., less T 1.

particle Reynolds number (Ras defined as

pdv/i, (10-12)

wherep, is the density of airWhen the particle velocity relative to air is sufficiently slow that

the airflow pattern around the sphere is symmetrical and only viscous stresses resist the sphere's
motion, Stokes law appliesAs the value of Rgncreases, asymmetrical flow about the moving
sphere and a pressure drop across the sphere, both progressively delvesgpchanges in flow
signify that the condition of inertial resistance prevails and Stokes law does not pertain (Mercer,
1973b).

For the range of particle sizes just discussed (1 to 100 um), the motion of airborne particles
is characterized by a rapid attainment of a constant velocity whereby the viscous resistance of air
matches the force(s) on the sphere responsible for its mdiloa.constant velocity is termed
the terminal velocity of the particld=or the size region below 1 um diameter, particle motion is
also based on the viscous resistance of air and described by its terminal véhoitity.particle
size region, the viscous resistance of air on the particle, using Stokes law, begins to be
overestimated and the particle's terminal velocity, underestimated.general phenomenon is
termed "slip”; consequently, Slip Correction Factors have been develdpesde slip
corrections become more important as the particle diameter nears, or is less than, the mean free

path of air molecules+(0.068xm at 25°C and 760 mm Hg air pressure).

10.4.1.1 Gravitational Settling or Sedimentation

All aerosol particles are continuously influenced by gravity, but for practical purposes,
particles with an g> 0.5 um are mainly involvedwithin the respiratory tract, an@f 100 pm
will be considered as an upper cut-off.spherical, compact particle within these arbitrary
limits will acquire a terminal settling velocity when a balance is achieved between the
acceleration of gravity, g, acting on the particle of density, p, @/and the viscous resistance

of the air according to Stokes law
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(n/6)pd’g = 3npdy,. (10-13)

The left hand side of Equation 10-13 is the force of gravity on the particle, neglecting the effect

of the density of air.Solving for the terminal velocity,wgives

v, = dlpg K_/ 18p. (10-14)

In Equation 10-14a slip correction factor, Kis added to account for the slip effect on particles
with diameters about or below 1 prRor particles as small as 0.02 pm, theu8ed by Knudsen
and Weber increasessix fold (cited by Mercer, 1973c).

The relationship for the terminal settling velocity, just described, is not restricted to
measurements in tranquil aiFor example, moving air in a horizontal airway will tend to carry
the particle at right angles to gravity at an average velocityf, . action of gravity on the
particle will nonetheless result in a terminal settling velocifycansequently the particle will
follow, vectorially, the two velocities; and, provided the airway is sufficiently long or the
settling velocity is relatively high, the particle will sediment in the airwgr every orientation
of the airways with respect to gravity, it is possible to calculate the particle's settling behavior

using Stokes law.

10.4.1.2 Inertial Impaction

Sudden changes in airstream direction and velocity, cause particles to fail to follow the
streamlines of airflow as depicted in Figure 10As a consequence, the relatively massive
particles impact on the walls or branch points of the conducting airiidyesET and upper TB
airways have been described as the dominant sites of high air velocities and sharp directional
changes; hence, they dominate as sites of inertial impad@ecause the air (and particle)
velocities are affected by the breathing pattern, it is easy to imagine that even small particles also
experience some inertial impactiokloreover, as nasal breathing shifts to oral breathing during
work or exercise, the particle that would normally be expected to impact in the ET region will

pass into the TB region, greatly increasing TB depositidmat all
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impaction sites occur lower down in the TB region when such a shift takes place is also
expected.

The probability that a particle with a diameter, d, moving in an air stream with an average
velocity, U, will impact at a bifurcation is related to a parameter called the Stokes number, Stk;

defined as

pd2 U9 D, , (10-15)

or

pd, 2 U9u D,. (10-16)

As far as particulate properties are concerned, the aerodynamic dianetsra@hain the
significant parameter (see Section 10.2)Landahl's lung deposition model (1950a) of

impaction in the TB region, impaction efficiency was proportional to

pd*U, sin 6, / D S, |, (10-17)

where Uis the air velocity in the airway generatioj,is the branching angle between
generations i and i-1, s diameter of the airway of generation i, andiSthe total cross
sectional area of airway generation i-1.

Prevailing TB models have simplistically represented the airways as smooth, bifurcating
tubes. Martonen et al. (1993; 1994a,b,c) have predicted that the cartilaginous rings and carinal
ridges perturb the dynamics of airflow and help to explain the non-uniformity of particle
deposition.

It should be evident that both gravitational settling and inertial impaction cause the
deposition of many particles within the same size rafdeese deposition forces are always
acting together in the ET and TB regions, with inertial impaction dominating in the upper

airways and gravitational settling becoming increasingly dominant in the lower conducting
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airways, and especially for the largest of the particles which can penetrate into the transitional
airways and alveolar spaces.

For sedimenting particles with diameters between 0.1 um to 1.0 um, their Slip Correction
Factor will be greater than 1.0, although the magnitude of their respeatnteonly range
from about 1 um/s to 35 um/€oncurrently, 0.1 um diameter particles are affected by diffusion
such that the root mean displacement they experience in one second is aboutTh@ gine
region, 1.0 um down to about 0.1 um, is frequently described as consisting of particles which are
too small to settle and too large to diffusedeed, it is this circumstance that makes them the
most persistent and stable particles in aerosols and those which undergo the least deposition in
the respiratory tractAs any aerosol ages and continuously undergoes deposition without
particle replenishment, the ultimate aerosol will exist largely within this same size range, i.e.,
have a median size of about 0.5 um diameter.
10.4.1.3 Brownian Diffusion

Particles <1 um diameter are increasingly subjected to diffusive deposition as their size
decreasesEven particles in the nanometer diameter range are large compared to individual air
molecules, hence, the collisions resulting between air molecules, undergoing random thermal
motion, and the surface of a particle produce numerous very small changes in the particle's
spatial position.These frequent, minute excursions are each made at a constant or terminal
velocity due to the viscous resistance of dine root mean square (r.m.s.) displacement that the
particle experiences in a unit of time along a given cartesian coordinate, X, y or z is a measure of
its diffusivity. For instance, a 0.1 um diameter particle has a r.m.s. displacement of about 37 um
during one s.This 1 um displacement in one s does not describe a velocity of particle motion
because the displacement resulted from numerous relatively high velocity excursions.

The diffusion of particles by Brownian motion is described by the Einstein-Stokes'

equation

A = 2Dt, (10-18)

X
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whereA, is the root-mean-square displacement in one second along coordiDatethe
diffusion coefficient for the particle expressed in“smt is time in secondsThe diffusion

coefficient of a particle of diameter, d, is

D = xTK /37nd, (10-19)

wherex is the Boltzmann constant, and T the absolute temperature, collectively describing the
average kinetic energy of the gas molecules.

It is apparent that the density of the particle is ordinarily unimportant in determining
particle diffusivity which increases as icreases and d decreasésstead of having an
aerodynamic equivalent size, diffusive particles of different shapes can be related to the
diffusivity of a thermodynamic equivalent size based on spherical particles (Heyder and
Scheuch, 1983)In terms of the architecture of the respiratory tract, diffusive deposition of
particles is favored by proximate surfaces and by relatively long residence times for particles,
both conditions occurring in the alveolated structures of the lungs, the A r&gperimental
studies with diffusive particles (<0.5 um) in replicate casts of the human nose and theoretical
predictions both indicate a rising deposition efficiency for the nasal airways as d becomes very
small (Cheng et al., 1988).

10.4.1.4 Interception

The interception potential of any particle depends on its physical Agza.practical
matter, particles that approach sizes > 150 xm or more in one dimension will be too massive to
be inhaled.Airborne fibers (length/diameter 3), however, frequently exceed 150 um in length
and appear to be relatively stable in dihis is because their aerodynamic size is determined
predominantly by their diameter, not their lengkbers, therefore, are the chief concern in the
interception process, especially as their length approaches the diameters of peripheral airways
(>150 pm).

The theoretical model of Asgharian and Yu (1988, 1989) for the deposition of fibrous
particles in the respiratory tract is compla¥hile the model includes interception as an

important process for long fibers, it also depends on a combination of inertial, gravitational
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and diffusional forces to explain fiber depositiofhe deposition efficiencies of the three
deposition mechanisms cited have been developed for spherical particles, but these can be
extended to fibrous particles by considering orientation effects which are strongly related to the
direction of airflow. The orientation of fibers depends upon the velocity shear of the airflow and
Brownian motion.

For their analysis of orientational effects throughout the respiratory tract, Asgharian and

Yu (1988, 1989) defined the equivalent mass diamejgrofifibers as

der, =0 B, (10-20)

where dis the fiber diameter arfdlis its aspect ratio (length/diameteFor example, a fiber
100 pm long and 3 pm diameter has,aad 10 um diameterln Figure 10-8, two sets of TB
deposition predictions for the rat are reproduced from Asgharian and Yu (1989) that clearly

show an example of the relative importance of particle interception.

Deposition Fraction
Deposition Fraction

Figure 10-8. Estimated tracheobronchial (TB) deposition in the rat lung, via the trachea,
with no interceptional deposition. Graph A is shown in relation to total TB
deposition, via the trachea; Graph B for the same fibrous aerosol under
identical respiratory conditions including interception.

Source: Asgharian and Yu (1989).
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Several general reviews of particle deposition mechanisms in the human respiratory tract
have been published, e.g, Stuart (1973), Lippmann (1977), and Brain and Blanchard (1993), and
are recommended to the reader, as is the excellent review of particle deposition mechanisms
prepared by Phalen (1984).

10.4.1.5 Electrostatic Precipitation

The minimum charge an aerosol particle can have is zero, when it is electrically neutral.
This condition is rarely achieved because of the random charging of aerosol particles by the
omnipresent air ionsEvery cubic centimeter of air contains about ib@s in approximately
equal numbers of positive and negative ioAsrosol particles that are initially neutral will
acquire charges from these ions by collisions with them due to their random thermal motion.
Aerosols that are initially charged will lose their charge slowly as the charged particles attract
oppositely charged ionsAn equilibrium state of these competing processes is eventually
achieved.The Boltzmann equilibrium represents the charge distribution of an aerosol in charge
equilibrium with bipolar ions.The minimum amount of charge is very small, with a statistical
probability that some particles will have no charge and others will have one or more charges.

The electrical charge on some particles may result in an enhanced deposition over what
would be expected from size alonghis is due to image charges induced on the surface of the
airway by these particles or to space-charge effects whereby repulsion of particles containing
like charges results in increased migration toward the airway Wha#.effect of charge is
inversely proportional to particle size and airflow raiéis deposition is probably small
compared to the effects of turbulence and other deposition mechanisms and is generally a minor
contributor to overall particle deposition, but it may be important in some laboratory studies.
This deposition is also negligible for particles below Q@1 because so few of these particles
carry any charge at Boltzmann equilibrium.

Many of freshly generated particles are electrostatically chafgegerimental studies in a
lung cast (Chan et al., 1978) and measurements in rats and humans (Melandri et al., 1977, 1983;
Tarroni et al., 1980; Jones et al., 1988; Scheuch et al., 1990) all showed that particle charge
increased depositiorfor low particle number concentration (200°), the deposition increase

is due to the presence of electrostatic image force acting on the
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particle by particle-wall interaction (Yu, 1985Figure 10-8 shows the experimental data on
human deposition of Melandri et al. (1983) and Tarroni et al. (1980) for three particle sizes and
the modeling results by Yu (1985Jhe vertical axis in Figure 10-9 is the deposition increment,
defined as

AT = (DE - DE)/(1 - DE), (10-21)

where DE is total deposition at particle charge level, q, and$the total deposition of

particles at Boltzmann charge equilibriurs seen for each particle size, deposition increments
increase linearly with gFigure 10-9 also shows that there exists a threshold charge level above
which the increase in deposition becomes significiot. 1 um particles, the threshold charge
was estimated to be about 54 elementary charges (Yu, 1985).

L d

16

14+ d=1.0um

12—

Deposition Increment AT %

. . | . | . |
60 80 100 120 140
Particle Charge, q

Figure 10-9. Deposition increment data versus patrticle electronic charge (q) for three
particle diameters at 0.3, 0.6, and 1.2m (unit density). The solid lines
represent the theoretical predictions.

Source: Yu (1985).
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10.4.1.6 Additional Factors Modifying Deposition

The available experimental deposition data in humans are commonly for healthy adult
Caucasian males using stable, monodisperse particles in charge equilifhen.these
conditions do not hold, changes in deposition are expected to dodhe following, the effects
of different factors on deposition are summarized based upon the information reported from

various studies.

Gender

The average size of the adult human femal thorax is smaller than the average thorax size in
adult human malesThe diameter of the female trachea is approximately 75% that of the male
(Warwick and Williams, 1973), and the size of the bronchi is proportional to the size of the
trachea (Weibel, 1963)n addition, the minute ventilation and inspiratory flow rate are smaller
for females.lt is therefore expected that deposition will be different in females than males.
Using radioactive-labeled polystyrene patrticles in the 2.5 to 7.5 um size range, Pritchard et al.
(1986) measured total and regional deposition in 13 healthy nonsmoking female adults at mouth
breathing through a tubd3ecause deposition of particles in this particle size range in the ET
region is controlled by impaction, they reported the data as a functign@ta accommodate
the difference in flow rate between male and femadlee data of Pritchard et al. (1986) for
females are shown together with data obtained for a group of male nonsmokers using the same
technique in Table 10-4At a comparative value ofgQ, females were found to have higher ET
and TB deposition and smaller A depositidrhe ratio of A deposition to total thoracic
deposition in females was also found to be smallése differences in depositions were
attributed by Pritchard et al. (1986) to the differences in the airway size between males and

females.

Age

As a human grows from birth to adulthood, both airway structure and respiratory
conditions vary with ageThese variations are likely to alter the deposition pattern of inhaled
particles. Total deposition data for particles of 1 to 3.1 um size range were reported by
Becquemin et al. (1987, 1991) for a group of 41 children at 5 to 15 years of age and by Schiller-
Scotland et al. (1992) for 29 children at two age groups (6.7 and 10.9 years).
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TABLE 10-4. DEPOSITION DATA FOR MEN AND WOMEN

Deposition as a Fraction of
Inhaled Material (%) + Standard Error
2

e
Sex (um® Lmin™) Total ET TB A
Female 405 + 47 759+17 212+24 169+15 37525
Male 430 + 41 81.5+18 199+25 147+17 46.9+27

Although Becquemin et al. (1987, 1991) did not find a clear dependence of total deposition on
age, slightly higher deposition was found by Schiller-Scotland et al. (1992), for each diameter
when children breathed at their normal rates (see Figure 10-10), than was found in adults.
Mathematical models for children have been developed by many workers (Hofmann, 1982;
Crawford, 1982; Xu and Yu, 1986; Yu and Xu, 1987; Phalen et al., 1988; Hofmann et al., 1989;
Yu et al., 1992; Martonon and Zhang, 199Bhalen et al. (1988) reported morphometric data
of twenty TB airway casts of children and young adults from 21 days to 21 wWdhsthe use
of these data, they calculated a higher TB deposition in children during inhalation for particle
diameters between 0.01 and 10 pifnthe entire respiratory tract and a complete breathing cycle
at normal rate are considered in the model, the results show that ET deposition in children is
higher than adults, but that TB and A deposition in children may be either higher or lower than
the adult depending upon the particle size (Xu and Yu, 1986).

Respiratory Tract Disease

Effect of airway diseases on deposition have been studied extengiv8yealthy
nonsmokers, Svartengren et al. (1986, 1989) found A deposition at different flow rates to be
lower (26% versus 48% of thoracic deposition) in subjects after induced bronchoconstriction.
The degree of bronchoconstriction was quantified by measurements of airway resistance using a
whole-body plethysmographAn inverse relationship between airway resistance and A
deposition was foundData from the same laboratory (Svartengren et al., 1990, 1991) using 2.6

um d, particles with maximally deep slow inhalations at 0.5 L/min showed no
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Figure 10-10. Total deposition data in children with or during spontaneous breathing as a
function of particle diameter (unit density). Group | (10.6 + 2.0 yrs);
Group Il (5.3 £ 1.5 yrs). The adult curve represents the mean value of
deposition from the data of Stahlhofen et al. (1989).

Source: Schiller-Scotland et al. (1992).

significant differences in mouth and throat deposition in asthmatics versus healthy subjects, but
thoracic deposition was higher in asthmatics than in healthy subjects (83% versus 73% of total
deposition). TB deposition was also found to be higher in asthmailit® results are similar to
those found in subjects with obstructive lung disease (e.g., Dolovich et al., 1976; Itoh et al.,
1981; Anderson et al., 1990).

Another extensive study of the relationship between deposition and lung abnormality was
made by Kim et al. (1988)0One-hundred human subjects with various lung conditions (normal,
asymptomatic smoker, smoker with small airway disease, chronic simple bronchitis and chronic
obstructive bronchitis) breathed 1 um test particles from a bag at a rate of 30 breatlkAnin.

number of rebreathing breaths needed to produce a 90% loss of aerosol
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from the bag was determine8from these data, they estimated total deposition and found that

total deposition increased with increasing level of airway obstruction.

Particle Polydispersity

Aerosol particles are often generated polydisperse and can be approximated by a lognormal
distribution (Section 10.2)The mass deposition of spherical particles in the respiratory tract
depends upon mass median diameter (MMD), geometric standard dewigtamd physical
density (Diu and Yu, 1983; Rudolf et al., 1988)pr large particles (g> 1 um), deposition is
governed by impaction and sedimentatidime dependence on MMD and mass density can be
combined with the use of mass medium aerodynamic diameter (MMAD), as suggested by TGLD
(1966). However, this method is not valid for particles in the size range where diffusion
deposition becomes importarfEigure 10-11 shows the calculated total and regional mass
deposition results by Yeh et al. (1993) for polydisperse aerosols of unit density with wgrious
as function of MMD at quiet mouth breathinghe variation of deposition witls, depends
strongly on the MMD of the aerosoht certain MMD's, variability witho, is zero; however,
variations at other MMD's can be very larg@ne of the main effects of polydisperse deposition

is the flattening of the deposition curves as a function of particle size, as shown in Figure 10-11.

Particle Hygroscopicity
Another important particle factor that affects deposition is the hygroscopicity of the
particle. Many atmospheric particles such as acid particles are water soAmtbese particles
travel along the humid respiratory tract, they grow in size and, as a result, the deposition pattern

is altered. A discussion on deposition of hygroscopic particles follows in Section 10.4.3.

10.4.1.7 Comparative Aspects of Deposition

The various species used in inhalation toxicology studies that serve as the basis for dose-
response assessment do not receive identical doses in a comparable respiratory tract region (ET,
TB, or A) when exposed to the same aerosol or gas (Brain and Mensah, $088).

interspecies differences are important because the adverse toxic effect is likely more
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Figure 10-11. Calculated mass deposition from polydisperse aerosols of unit density with
various geometric standard deviationsd) as a function of mass median
diameter (MMD) for quiet breathing (tidal volume = 750 mL, breathing
frequency = 15 mirY). The upper panel is total deposition and the lower
panel is regional deposition (NOPL = Naso-oro-pharyngo-laryngeal, TB =
Tracheobronchial, A = Alveolar). The range ofo, values demonstrates the
extremes of monodisperse to extremely polydisperse.

Source: Yeh et al. (1993).
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related to the quantitative pattern of deposition within the respiratory tract than to the exposure
concentration; this pattern determines not only the initial respiratory tract tissue dose but also the
specific pathways by which the inhaled material is cleared and redistributed (Schlesinger,
1985Db). Differences in ventilation rates and in the URT structure and size and branching pattern
of the lower respiratory tract between species result in significantly different patterns of airflow
and particle depositionDisposition varies across species and with the respiratory tract region.
For example, interspecies variations in cell morphology, numbers, types, distributions, and
functional capabilities contribute to variations in clearance of initially deposited dabées

10-5, 10-6, and 10-7 summarize some of these differences for the ET, TB, and A regions,
respectively.This section only briefly summarizes these consideratiQunprehensive and
detailed reviews of species differences have been published (Phalen and Oldham, 1983; Patra,
1986; Mercer and Crapo, 1987; Gross and Morgan, 1992; Mercer and Crapo, 1992; Parent,
1992).

The geometry of the upper respiratory tract exhibits major interspecies differences (Gross
and Morgan, 1992)In general, laboratory animals have much more convoluted nasal turbinate
systems than do humans, and the length of the nasopharynx in relation to the entire length of the
nasal passage also differs between spedibs greater complexity of the nasal passages,
coupled with the obligate nasal breathing of rodents, is generally thought to result in greater
deposition in the upper respiratory tract (or ET region) of rodents than in humans breathing
orally or even nasally (Dahl et al., 1991), although limited comparative data are available.
Species differences in gross anatomy, nasal airway epithelia (e.qg., cell types and location) and
the distribution and composition of mucous secretory products have been noted (Harkema, 1991;
Guilmette et al., 1989)The extent of upper respiratory tract removal affects the amount of
particles or gas available to the distal respiratory tract.

Airway size (length and diameter) and branching pattern affect the aerodynamics of the
respiratory system in the following ways:

* The airway diameter affects the aerodynamics of the air flow and the distance from the

particle to the airway surface.

* The cross-sectional area of the airway determines the airflow velocity for a given
volumetric flow.

« Airway length, airway diameter, and branching pattern variations affect the mixing
between tidal and residual air.
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TABLE 10-5. INTERSPECIES COMPARISON OF NASAL CAVITY CHARACTERISTIC S

Sprague-Dawley Rat Guinea Pig Beagle Dog Rhesus Monkey Humar
Body weight 2509 600 g 10 kg 7 kg ~70 kg
Naris cross-section 0.7 mm 2.5 mnt 16.7 mmi 22.9 mn 140 mnt
Bend in naris 40° 40° 30° 30°
Length 23cm 3.4cm 10 cm 5.3cm 7-8 cm
Greatest vertical diameter 9.6 mm 12.8mm 23mm 27mm 40-45mm
Surface area (both sides of nasal 10.4 cnd 27.4 cnd 220.7 crd 61.6 cnd 181 cnt
cavity)
Volume (both sides) 0.4 cm 0%9 cni 20 cn? 8 cn? 16-19 cni (does not

include sinuses)

Bend in nasopharynx 15° 30° 30° 80° =90°
Turbinate complexity Complex scroll Complex scroll Very complex membranous  Simple scroll Simple scroll

gAdult male.

Source: Schreider (1983); Gross and Morgan (1992).
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TABLE 10-6. COMPARATIVE LOWER AIRWAY ANATO

MY AS REVEALED ON CASTS

Gross Structure

Typical Structure

(Generation 6)

Average Branch Angles

Typical Number

Trachea Major Airway (Major Daughter/ of Branches
Mammal/ Left Lung Right Lung Airway Length/Diameter Airway L/D Minor Daughter) to Terminal Respiratory
Body Mass Lobes Lobes Branching (cm) Bifurcations (ratio) (degrees) Bronchiole Bronchioles
Human/70 kg Upper and Upper, middle, Relatively 12/2 Sharp for about 2.2 11/33 14-17 About 3-5 orders
lower and lower symmetric the first
10 generations,
relatively
blunt thereafter
Rhesus Superior, Superior, Monopodial 3/0.3 Mixed blunt 2.6 20/62 10-18 About 4 orders
monkey/2 kg middle, and middle, and and sharp
inferior inferior,
azygous
Beagle dog/ Apical, Apical, Strongly 17/1.6 Blunt tracheal 1.3 8/62 15-22 About 3-5 orders
10 kg intermediate, intermediate, monopodial bifurcation,
and basal and basal others sharp
Ferret/ NR? NR strongly 10/0.5 Sharp 2.0 16/57 12-20 About 3-4 orders
0.61 kg monopodial
Guinea pig/ Superior Superior, Monopodial 5.7/0.4 Very sharp 1.7 7176 12-20 About 1 order
1 kg and middle, and and high
inferior inferior
Rabbit/ Superior Cranial, Strongly 6/0.5 Sharp 1.9 15/75 12-20 About 1-2 orders
4.5 kg and middle, caudal, monopodial
inferior and postcaval
Rat/0.3 kg One lobe Cranial, Strongly 2.3/0.26 Very sharp and 1.5 13/60 12-20 Rudimentary
middle, caudal, monopodial very high
and postcaval throughout lung
Golden Superior Cranial, middle, Strongly 2.4/0.26 Very sharp 1.2 15/63 10-18 About 1 order
hamster/ and caudal, and monopodial
0.14 kg inferior postcaval

NR = Not reported.

Source: Phalen and Oldham (1983); Patra (1986); Mercer and Crapo (1987).



TABLE 10-7. ACINAR MORPHOMETRY

T1G-0T

Alveolar
Number of \% D or L (mmy Number Duct
Species Fixation Acini/Lung (mn?) Alveoli/Acinus Generations References
Human 1.33-30.9 15,000 Pump (1964)
27,992 10,714 6 Horsfield and Cumming (1968); Parker et al. (1971)
75% TLC 23,000 160.8 7.04 (L) 14,000-20,000 9 Hansen and Ampaya (1975)ansen et al. (1975)
80,000 15.6 2-5 Boyden (1972)
5.1(L) 7,100 8-12 Schreider and Raabe (1981)
TLC 26,000-32,000 187.0 8.8 (L) 10,344 9 Haefeli-Bleuer and Weibel (1988)
FRC 43,000 51.0 6.0 (D) 8,000 9 Mercer, and Crapo (1992)
Rabbit 17,900 2.54 Kliment (1973)
55% TLC 18,000 3.46 1.95 (L) 6 Rodriguez et al. (1971)
Guinea pig 5,100 1.25 Kliment (1973)
FRC 4,097 1.09 1.56 (D) 6,890 9-12 Mercer and Crapo (1992)
Rat 2,500 1.0 Kliment (1973)
2,487 5.06 Yeh et al. (1979)
FRC 2,020 1.9 1.5 (D) 5,243 10-12 Mercer et al., 1987
70% TLC 5,993 1.46 15() 6 Rodriguez et al. (1987)

olume of lung at fixation (TLC, total lung capacity; FRC, functional residual capacity).
*Acinar size (D, diameter; L, length).

Source: Mercer and Crapo (1992).



The airways show a considerable degree of variability within species (e.g., size and
branching pattern) and this is most likely the primary factor responsible for the deposition
variability seen within single species (Schlesinger, 1985a).

Larger airway diameter results in greater turbulence for the same relative flow velocity
(e.g., between a particle and aifherefore, flow may be turbulent in the large airways of
humans, whereas for an identical flow velocity, it would be laminar in the smaller laboratory
animal. Relative to humans, laboratory animals also tend to have tracheas that are much longer
in relation to their diameterThis could result in increased relative deposition in humans
because of the increased likelihood of laryngeal jet flow extending into the brdhaimian
airways are characterized by a more symmetrical dichotomous branching than that found in most
laboratory mammals, which have highly asymmetrical airway branching (monopdidial).
more symmetrical dichotomous pattern in humans is susceptible to deposition at the carina
because of its exposure to high air flow velocities toward the center of the air flow profile.

Alveolar size also differs between species, which may affect deposition efficiency due to
variations on the distance between the airborne particle and alveolar walls (Dahl et al., 1991).

Addressing species differences in ventilation, which affects the tidal volume and
ventilation to perfusion ratios, is also critical to estimating initial absorbed dhseto the
expected variations in airflows within the respiratory tract, the variability among lungs in the
human or laboratory animal population, and the variations in respiratory performance that
members of the population experience during their normal activities, e.g. sleep and exercise,
must be considered in order to gain some insight into the variability that might be expected in
particle deposition, total and regional, of particles in the urban atmospheseexperimentalist
must try to keep respiratory parameters relatively constant to obtain reasonably consistent

deposition data.

10.4.2 Clearance and Translocation Mechanisms

Particles that deposit upon airway surfaces may be cleared from the respiratory tract
completely, or may be translocated to other sites within this system, by various regionally

distinct processesThese clearance mechanisms, which are outlined in Table 10-8, can be
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TABLE 10-8. OVERVIEW OF RESPIRATORY TRACT PARTICLE CLEARANCE
AND TRANSLOCATION MECHANISMS

Extrathoracic region

Mucociliary transport

Sneezing

Nose wiping and blowing

Dissolution (for "soluble" particles) and absorption into blood

Tracheobronchial region

Mucociliary transport

Endocytosis by macrophages/epithelial cells

Coughing

Dissolution (for "soluble" particles) and absorption into blood

Alveolar region

Macrophages, epithelial cells

Interstitial

Dissolution for "soluble" and "insoluble" particles (intra-and
extracellular)

Source: Schlesinger (1995).

categorized as either absorptive (i.e., dissolution) or nonabsorptive (i.e., transport of intact
particles) and may occur simultaneously or with temporal variatibrshiould be mentioned

that particle solubility in terms of clearance refers to solubility within the respiratory tract fluids
and cells.Thus, an "insoluble” particle is considered to be one whose rate of clearance by
dissolution is insignificant compared to its rate of clearance as an intact pdftclde most

part, all deposited particles are subject to clearance by the same mechanisms, with their ultimate
fate a function of deposition site, physicochemical properties (including any toxicity), and
sometimes deposited mass or number concentra@itearance routes from the various regions

of the respiratory tract are schematically outlined in Figures 1@#iP10-13.Furthermore,

clearance is a continuous process and all mechanisms operate simultaneously for deposited

particles.

10.4.2.1 Extrathoracic Region

The clearance of insoluble particles deposited in the nonolfactory portion of nasal passages
occurs via mucociliary transport, and the general flow of mucus is backwards, i.e., towards the
nasopharynx (Figure 10-12However, the epithelium of the most anterior portion of the nasal

passages is not ciliated, and mucus flow just distal to this is forward,
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clearing deposited patrticles to a site (vestibular region) where removal is by sneezing (a reflex
response), wiping, or blowing (mechanisms known as extrinsic clearance).

Soluble material deposited on the nasal epithelium will be accessible to underlying cells if
it can diffuse to them through the mucpsgor to removal via mucociliary transport. Dissolved
substances may be subsequently translocated into the bloodstream folloowegnent within
intercellular pathways between epithelial cell tight junctions or by active or passive transcellular
transport mechanismd.he nasal passages have a rich vasculature, and uptake into the blood
from this region may occur rapidly.

Clearance of poorly soluble particles deposited in the oral passages is by coughing and
expectoration or by swallowing into the gastrointestinal tr&ciuble particles are likely to be

rapidly absorbed after deposition (Swift and Proctor, 1988).

10.4.2.2 Tracheobronchial Region

Poorly soluble particles deposited within the tracheobronchial tree are cleared primarily by
mucociliary transport, with the net movement of fluid towards the oropharynx, followed by
swallowing. Some poorly soluble particles may traverse the epithelium by endocytotic
processes, entering the peribronchial region (Masse et al., 1974; Sorokin and Brain, 1975).
Clearance may also occur following phagocytosis by airway macrophages, located on or beneath
the mucous lining throughout the bronchial tr@éey then move cephalad on the mucociliary
blanket, or via macrophages which enter the airway lumen from the bronchial or bronchiolar
mucosa (Robertson, 1980).

As in the nasal passages, soluble particles may be absorbed through the mucous layer of
the tracheobronchial airways and into the blood, via intercellular pathways between epithelial
cell tight junctions or by active or passive transcellular transport mechanisms.

The bronchial surfaces are not homogeneous; there are openings of daughter bronchi and
islands of non-ciliated cells at bifurcation regioms.the latter, the usual progress of mucous
movement is interrupted, and bifurcations may be sites of relatively retarded cledrhace.
efficiency with which such non-ciliated regions are traversed is dependent upon the traction of
the mucous layer.

Another method of clearance from the tracheobronchial region, under some circumstances,

is cough, which can be triggered by receptors located in the area from the
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trachea through the first few bronchial branching lev@hile cough is generally a reaction to
some inhaled stimulus, in some cases, especially respiratory disease, it can also serve to clear the

upper bronchial airways of deposited substances by dislodging mucus from the airway surface.

10.4.2.3 Alveolar Region

Clearance from the alveolar (A) region occurs via a number of mechanisms and pathways,
but the relative importance of each is not always certain and may vary between species.

Particle removal by macrophages comprises the main nonabsorptive clearance process in
the A region. Alveolar macrophages reside on the epithelium, where they phagocytize and
transport deposited materialhey come into contact with phagocytized material by random
motion, or more likely via directed migration under the influence of local chemotactic factors
(Warheit et al, 1988)Contact may be facilitated as some deposited particles are translocated,
due to pressure gradients or via capillary action within the alveolar surfactant lioisiges
where macrophages congregd&church et al., 1990; Parra et al., 1986).

Alveolar macrophages normally compris& - 5% of the total alveolar cells in healthy
(non-smoking) humans and other mammals, and represent the largest subpopulation of
nonvascular macrophages in the respiratory tract (Gehr, 1984; Lehnert, H&®&)ver, the
actual cell count may be altered by particle loadhile a slight increase of deposited
particles may not result in an increase in cell number, macrophage numbers will increase
proportionally to particle number until some peak accumulation is reached (Adamson and
Bowden, 1981; Brain, 1971)ince the magnitude of this increase is related more to the number
of deposited particles than to total deposition by weight, equivalent masses of an identically
deposited substance would not produce the same response if particle sizes differed; thus,
deposition of smaller particles would tend to result in a greater elevation in macrophage number
than would larger particle deposition.

Particle-laden macrophages may be cleared from the A region along a number of pathways
(Figure 10-13).0ne route is cephalad transport via the mucociliary system after the cells reach
the distal terminus of the mucus blankefowever, the manner by which macrophages actually

reach the ciliated airways is not certairhe possibilities are chance

10-56



encounter; passive movement along the alveolar surface due to surface tension gradients between
the alveoli and conducting airways; directed locomotion along a gradient produced by

chemotactic factors released by macrophages ingesting deposited material; or passage through
the alveolar epithelium and the interstitium, perhaps through aggregates of lymphoid tissue

known as bronchus associated lymphoid tissue (BALT) located at bronchoalveolar junctions
(Sorokin and Brain, 1975; Kilburn, 1968; Brundelet, 1965; Green, 1973; Corry et al., 1984;
Harmsen et al., 1985).

Some of the cells which follow interstitial clearance pathways are likely resident interstitial
macrophages that have ingested particles which were transported through the alveolar
epithelium, probably via endocytosis by Type | pneumocytes (Brody et al., 1981; Bowden and
Adamson, 1984)Particle-laden interstitial macrophages can also migrate across the alveolar
epithelium, becoming part of the alveolar macrophage cell population (Adamson and Bowden,
1978).

Macrophages that are not cleared via the bronchial tree may actively migrate within the
interstitium to a nearby lymphatic channel or, along with uningested particles, be carried in the
flow of interstitial fluid towards and into the lymphatic system (Harmsen et al., 1988give
entry into lymphatic vessels is fairly easy, since the vessels have loosely connected endothelial
cells with wide intercellular junctions (Lauweryns and Baert, 19Zfinphatic endothelium
may also actively engulf particles from the surrounding interstitium (Leak, 18&0)icles
within the lymphatic system may be translocated to tracheobronchial lymph nodes, which often
become reservoirs of retained materidarticles penetrating the nodes and subsequently
reaching the post-nodal lymphatic circulation may enter the blood.

Uningested particles or macrophages in the interstitium may traverse the alveolar-capillary
endothelium, directly entering the blood (Raabe, 1982; Holt, 1981); endocytosis by endothelial
cells followed by exocytosis into the vessel lumen seems, however, to be restricted to particles
<0.1um diameter, and may increase with increasing lung burden (Lee et al., 1989; Oberdorster,
1988). Once in the systemic circulation, transmigrated macrophages, as well as uningested
particles, can travel to extrapulmonary orgaBesme mammalian species have alveolar
intravascular macrophages, which can remove particles from circulating blood and which may

play some role in the clearance of material deposited in the alveoli (Warner and Brain, 1990).
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Uningested particles and macrophages within the interstitium may travel to perivenous,
peribronchiolar or subpleural sites, where they become trapped, increasing particle burden. The
migration and grouping of particles and macrophages within the lungs can lead to the
redistribution of initially diffuse deposits into focal aggregates (Heppleston, 1968)e
particles can be found in the pleural space, often within macrophages which have migrated
across the visceral pleura (Sebastien et al., 1977; Hagerstrand and SiefertRES1Bnt
pleural macrophages do occur, but their role in clearance, if any, is not certain.

During clearance, particles can be redistributed within the alveolar macrophage population
(Lehnert, 1992).This can occur following death of a macrophage, and release of free particles
to the epithelium, followed by uptake by other macropha@esne of these newly freed
particles may, however, translocate to other clearance routes.

Clearance by the absorptive mechanism involves dissolution in the alveolar surface fluid,
followed by transport through the epithelium and into the interstitium, and diffusion into the
lymph or blood. Some soluble particles translocated to and trapped in interstitial sites may be
absorbed thereAlthough the factors affecting the dissolution of deposited particles are poorly
understood, solubility is influenced by the particle's surface to volume ratio and other surface
properties (Morrow, 1973; Mercer, 1967)hus, materials generally considered to be relatively
insoluble may still have high dissolution rates and short dissolution half-times if the particle size
is small.

Some deposited particles may undergo dissolution in the acidic milieu of the
phagolysosomes after ingestion by macrophages, and such intracellular dissolution may be the
initial step in translocation from the lungs for these patrticles (Kreyling, 1992; Lundborg et al.,
1985). Following dissolution, the material can be absorbed into the blb&solved materials
may then leave the lungs at rates which are more rapid than would be expected based upon their
normal dissolution rate in lung fluidkor example, while insoluble (in lung fluid) MpO
dissolves in the macrophage following ingestion, soluble manganese chloride,)(MweG/
dissolves extracellularly and is not ingested, resulting in manganese clearing at different initial
rates depending upon the form in which it was initially inhaled (Camner et al, 1985).
Differences in rates of clearance may also occur for particles whose rate of dissolution is pH
dependent (Marafante et al., 1987).
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Finally, some particles can bind to epithelial cell membranes or macromolecules, or other

cell components, delaying clearance from the lungs.

10.4.2.4 Clearance Kinetics

Deposited particles may be cleared completely from the respiratory Hawatever, the
actual time frame over which clearance occurs affects the cumulative dose delivered to the
respiratory tract, as well as to extrapulmonary org&esticle-tissue contact and retained dose
in the extrathoracic region and tracheobronchial tree are often limited by rapid clearance from
these regionsOn the other hand, the retained dose from material deposited in the A region is
more dependent upon the physicochemical characteristics of the particles.

Various experimental techniques have been used to assess clearance rates in both humans
and laboratory animals (Schlesinger, 1983¢cause of technical differences and the fact that
measured rates are strongly influenced by the specific methodology, comparisons between
studies are often difficult to performHowever, regional clearance rates, i.e., the fraction of the
deposit which is cleared per unit time, are well defined functional characteristics of an individual
human or laboratory animal when repeated tests are performed under the same conditions; but,

as with deposition, there is a substantial degree of inter-individual variability.

Extrathoracic Region

Mucus flow rates in the posterior nasal passages are highly nonuniRegional
velocities in the healthy adult human may range from < 2 to > 20 mm/min (Proctor, 1980), with
the fastest flow occurring in the midportion of the nasal passagesmedian rate in a healthy
adult human is about 5 mm/min, the net result being a mean anterior to posterior transport time
of about 10-20 min for poorly soluble particles deposited within the nasal passages (Stanley et
al., 1985; Rutland and Cole, 198X owever, particles deposited in the anterior portion of the
nasal passages are cleared more slowly, at a rate of 1-2 (hilding, 1963). Since clearance
at this rate may take upwards of 12 h, such deposits are usually more effectively removed by
sheezing, wiping, or nose blowing, in which case clearance may occur in 0.5 h (Morrow, 1977;
Fry and Black, 1973).
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Tracheobronchial Region

Mucus transport in the tracheobronchial tree occurs at different rates in different local
regions; the velocity of movement is fastest in the trachea, and it becomes progressively slower
in more distal airwayslIn healthy non-smoking humans, and using non-invasive procedures and
no anesthesia, average tracheal mucus transport rates have been measured at 4.3 to 5.7 mm/min
(Leikauf et al., 1981, 1984; Yeates et al., 1975, 1981b; Foster et al., 1980), while that in the
main bronchi has been measured 28 mm/min (Foster et al., 1980YVhile rates of movement
in smaller airways have not been directly determined, estimates for human medium bronchi
range between 0.2-1.3 mm/min, while those in the most distal ciliated airways range down to
0.001 mm/min (Yeates and Aspin, 1978; Morrow et al., 1967b; Cuddihy and Yeh, 1988).

It is not certain whether the transport rate for deposited poorly soluble particles is
independent of their nature, i.e., shape, size, composhitrle particles of different materials
and sizes have been shown to clear at the same rate in the trachea in some studies (Man et al.,
1980; Patrick, 1983; Connolly et al., 1978), other studies (using instillatiang indicated that
the rate of mucociliary clearance may be greater for smaller pari@em| than for larger
ones (Takahashi et al, 199 easons for such particle-size related differences are not known.
There may, however, be more than one phase of clearance within individual tracheobronchial
airways. For example, the rat trachea shows a biphasic clearance pattern, consisting of a rapid
phase within the first 2-4 h after deposition, clearing up to 90% of deposited particles with a half
time of < 0.5 h, followed by a second, slower phase, clearing most of the remaining particles
with a half-time of 8-19 h (Takahashi et al, 1992).

The total duration of bronchial clearance, or some other time parameter, is often used as an
index of mucociliary kinetics, yet the temporal clearance pattern is not cdridiealthy adult
non-smoking humans, 90% of poorly soluble particles depositing within the tracheobronchial
tree were found to be cleared from 2.5 to 20 h after deposition, depending upon the individual
subject and the size of the particles (Albert et al., 19WA)ile particle size does not affect
surface transport, it does affect the depth of particle penetration and deposition and the
subsequent pathway length for clearanbee to differences in regional transport rates,

clearance times from different regions of the bronchial tree will differ.
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While removal of a TB deposit is generally 99% completed by 48 h after exposure (Bailey et al.,
1985a), there is the possibility of longer-term retention under certain circumstances.

Studies with rodents, rabbits, and humans have indicated that a small frat@onaf
insoluble material may be retained for a prolonged period of time within the upper respiratory
tract (nasal passages) or tracheobronchial tree (Patrick and Stirling, 1977; Gore and Patrick,
1982; Watson and Brain, 1979; Radford and Martell, 1977; Svartengren et al., TB81).
mechanism(s) underlying this long-term retention is unknown, but may involve endocytosis by
epithelial cells with subsequent translocation into deeper (submucosal) tissue, or merely passive
movement into this tissudn addition, uptake by the epithelium may depend upon the nature, or
size, of the deposited particle (Watson and Brain, 1980 retained particles may eventually
be cleared to regional lymph nodes, but with a long half time that may be > 80 days (Patrick,
1989; Oghiso and Matsuoka, 1979).

There is some suggestion of a greater extent of long term retention in the bronchial tree.
Stahlhofen et al. (1986), using a specialized inhalation procedure, noted that a significant
fraction, up to 40%, of particles which were likely deposited in the conducting airways were not
cleared up to six days post-depositidrhey also noted that the size of the particles influenced
this retention, with smaller ones being retained to a greater extent than were larger ones
(Stahlhofen et al., 1987, 1990Although the reason for this is not certain, the suggested
presence of a surfactant film on the mucous lining of the airways (Gehr et al., 1990) may result
in a reduced surface tension which, in turn, influences the displacement of particles into the gel
layer and, subsequently, into the sol layer towards the epithelial Palticles that reach these
cells may then be phagocytized, increasing retention time in the |tdoygever, the issue of
retention of large fractions of tracheobronchial deposit is not resolved.

Long-term TB retention patterns are not uniforivhere is an enhancement at bifurcation
regions (Cohen et al., 1988; Radford and Martell, 1977; Henshaw and Fews, 1984), the likely
result of both greater deposition and less effective mucus clearance within thesd lansas.
doses calculated based upon uniform surface retention density may be misleading, especially if
the material is, toxicologically, slow actin&olubilized material may also undergo long-term

retention in ciliated airways due to binding to cells or macromolecules.
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Alveolar Region

Clearance kinetics in the A region are not definitively understood, although particles
deposited there generally remain longer than do those deposited in airways cleared by
mucociliary transportThere are limited data on rates in humans, while within any species rates
vary widely due to different properties of the particles used in the various studies. Furthermore,
some of these studies employed high concentrations of poorly soluble particles, which may have
interfered with normal clearance mechanisms, producing rates different from those which would
typically occur at lower exposure levelBrolonged exposure to high particle concentrations is
associated with what is termed particle "overload." This is discussed in greater detail in Section
10.4.2.7.

There are numerous pathways of A region clearance, and these may depend upon the
nature of the particles being clear€lhus, generalizations about clearance kinetics are difficult
to make, especially since the manner in which particle characteristics affect clearance kinetics is
not resolved.Nevertheless, A region clearance can be described as a multiphasic process, each
phased considered to represent removal by a different mechanism or pathway, and often
characterized by increased retention half-times with time post-exposure.

Clearance of inert, poorly soluble particles in healthy, nonsmoking humans has been
generally observed to consist of two phases, with the first having a half-time measured in days,
and the second in hundreds of daysble 10-9 presents some observed times for the longer,
second phase of clearance as reported in a number of stDdifesences in technique,
chemistry, and solubility of the particles in Table 10-9 are largely responsbile for the variations.
Although wide variations in retention reflect a dependence upon the nature of the deposited
material (e.g., particle size) once dissolution is accounted for, mechanical removal to the
gastrointestinal tract and/or lymphatic system appears to be independent of size, especially for
particles < 5um (Snipes et al., 1983Although not evident from Table 10-9, there is
considerable intersubject variability in the clearance rates of identical particles, which appears to
increase with time post-exposure (Philipson et al., 1985; Bailey et al., 198%&a)arge
differences in clearance kinetics among different individuals suggest that equivalent chronic

exposures to poorly soluble particles may result in large variations in respiratory tract burdens.
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TABLE 10-9. LONG-TERM RETENTION OF POORLY SOLUBLE PARTICLES IN
THE ALVEOLAR RE GION OF NON-SMOKING HUMANS

Particle . :
Retention Half-Timé

Material Size «m) (days) Reference
Polystyrene latex 5 150 to 300 Booker et al. (1967)
Polystyrene latex 5 144 to 340 Newton et al. (1978)
Polystyrene latex 0.5 33 to 602 Jammett et al. (1978)
Polystyrene latex 3.6 296 Bohning et al. (1982)
Teflon 4 100 to 2,500 Philipson et al. (1985)
Aluminosilicate 1.2 330 Bailey et al. (1982)
Aluminosilicate 3.9 420 Bailey et al. (1982)
Iron oxide (FgO,) 0.8 62 Morrow et al. (1967a,b)
Iron oxide (FgO,) 0.1 270 Waite and Ramsden (1971)
Iron oxide (FeO,) 2.8 70 Cohen et al. (1979)

®Represent the half-time for the slowest clearance phase observed.

While the kinetics of overall clearance from the A region have been assessed to some
extent, much less is known concerning relative rates along specific pathways, and any available
information is generally from studies with laboratory animdlse usual initial step in
clearance, i.e., uptake of deposited particles by alveolar macrophages, is verynggstion
by macrophages generally occurs within 24 h of a single inhalation (Naumann and Schlesinger,
1986; Lehnert and Morrow, 1985Rut the actual rate of subsequent macrophage clearance is
not certain; perhaps 5% or less of their total number is translocated from the lungs each day in
rodents (Lehnert and Morrow, 1985; Masse et al., 1974).

The rate and amount of particle uptake by macrophages is likely governed by particle size
and surface properties (Tabata and lkada, 1988), although these experiments were performed
with peritoneal macrophages and not with alveolar macroph&gesexample, the effect of
particle size was examined by incubating mouse peritoneal macrophages with polymer
microspheres (0.5 to/m). Both the number of particles ingested per cell and the volume of
these particles per cell reached a maximum for particle diameters@in]l<eclining on either
side of this rangeln terms of particle surface, those with hydrophobic surfaces were ingested to

a greater extent than were those with hydrophilic surfaebagocytosis also increased as the
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surface charge density of a particle increased, but for the same charge density there was no
difference in uptake between positively or negatively charged particles.

The time for clearance of particle-laden alveolar macrophages via the mucociliary system
depends upon the site of uptake relative to the distal terminus of the mucus blanket at the
bronchiolar level.Furthermore, clearance pathways, and subsequent kinetics, may depend to
some extent upon particle sizeor example, some smaller ultrafine particles (perhaps < 0.02
um) may be less effectively phagocytosed than are larger ones (Oberddrster,Bilf98)ce
ingestion occurs, alveolar macrophage-mediated kinetics are independent of the particle
involved, as long as solubility and cytotoxicity are low.

In terms of other clearance pathways, uningested particles may penetrate into the
interstitium, largely by Type | cell endocytosis, within a few hours following deposition (Ferin
and Feldstein, 1978; Sorokin and Brain, 1975; Brody et al., 1981i¥. transepithelial passage
seems to increase as particle loading increases, especially to a level above the saturation point for
increasing macrophage number (Adamson and Bowden, 1981; Ferin, 19May. also be
particle size dependent, since insoluble ultrafine particles (s@.diameter) of low intrinsic
toxicity show increased access to and greater lymphatic uptake than do larger ones of the same
material (Oberdorster et al., 1992 owever, ultrafine particles of different materials may not
enter the interstitium to the same exteBimilarly, any depression of phagocytic activity or the
deposition of large numbers of smaller ultrafine particles may increase the number of free
particles in the alveoli, enhancing removal by other routesny case, free particles and
alveolar macrophages may reach the lymph nodes, perhaps within a few days after deposition
(Lehnert et al., 1988; Harmsen et al., 1985), although this route is not certain and may be species
dependent.

The extent of lymphatic uptake of particles may depend upon the effectiveness of other
clearance pathwayd-or example, lymphatic translocation probably increases when phagocytic
activity of alveolar macrophages is decreased (Greenspan, et al., T@&3jnay be a factor in
lung overload, as discussed in Section 10.4.Bldwever, it seems that the deposited mass or
number of particles must reach some threshold below which increases in loading do not affect

translocation rate to the lymph nodes (Ferin and Feldstein, 1978; LaBelle and Brieger, 1961).
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The rate of translocation to the lymphatic system may be somewhat particle size
dependent Although no human data are available, translocation of latex particles to the lymph
nodes of rats was greater for 0.5 ter particles than for 5 and/n particles (Takahashi et
al., 1992), and smaller particles within the 3 tq.b% size range were found to be translocated
at faster rates than were larger sizes (Snipes and Clem, X981he other hand, translocation
to the lymph nodes was similar for both @@ barium sulfate or 0.02m gold colloid particles
(Takahashi et al., 1987)t seems that particles2 um clear to the lymphatic system at a rate
independent of size, and it is particles of this size, rather thanthegen, that would have
significant deposition within the A region following inhalation.

In any case, and regardless of any particle size dependence, the normal rate of translocation
to the lymphatic system is quite slow, on the order of 0.02-0.003%/day (Snipes, 1989), and
elimination from the lymph nodes is even slower, with half-times estimated in tens of years
(Roy, 1989).

Soluble particles depositing in the A region may be rapidly cleared via absorption through
the epithelial surface into the blood, but there are few data on dissolution and transfer rates to
blood in humansActual rates depend upon the size of the particle (i.e., solute size), with
smaller ones clearing faster than larger or@semistry also plays a role, since water soluble
compounds generally clear at a slower rate than do lipid soluble materials.

Absorption may be considered as a two stage process, with the first stage dissociation of
the deposited particles into material that can be absorbed into the circulation (dissolution) and
the second stage the uptake of this mateHalch of these stages may be time dependem.
rate of dissolution depends upon a number of factors, including particle surface area and
chemical structureUptake into the circulation is generally considered as instantaneous,
although a portion of the dissolved material may be absorbed more slowly due to binding to
respiratory tract componentsccordingly, there is a very wide range for absorption rates
depending upon the physicochemical properties of the material depdsiiedxample, a highly
soluble particle may be absorbed at a rate faster than the particle transport rate and significant

uptake may occur in the conducting airwag@n the other
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hand, a particle that is less soluble and remains in the lungs for years would have a much lower
rate, perhaps <0.0001%/day.

10.4.2.5 Factors Modifying Clearance

A number of host and environmental factors may modify normal clearance patterns,
affecting the dose delivered by exposure to inhaled partidllesse include aging, gender,
workload, disease and irritant inhalatiddowever, in many cases, the exact role of these factors

is not resolved.

Age

The evidence for aging-related effects on mucociliary function in healthy individuals is
equivocal, with studies showing either no changes or some slowing in mucous clearance function
with age after maturity (Goodman et al., 1978; Yeates et al., 1981a; Puchelle et al., 1979).
However, it is often difficult to determine whether any observed functional decrement was due
to aging alone, or to long-term, low level ambient pollutant exposure (Wanner, 18 &any
case, the change in mucous velocity between approximately age 20 and 70 in humans is about a
factor of two (Wolff, 1992) and would likely not significantly affect overall kinetics.

There are few data to allow assessment of aging-related changes in clearance from the A
region. Although functional differences have been found between alveolar macrophages of
mature and senescent mice (Esposito and Pennington, 1983), no age-related decline in
macrophage function has been seen in humans (Gardner et al., 1981).

There are also insufficient data to assess changes in clearance in the growimdglsaig.
mucociliary clearance time in a group of children (average age = 7 yrs) was founeli® e
(Passali and Bianchini Ciampoli, 1985); this is within the range for adlittsre is one report
of bronchial clearance in children (12 yrs old), but this was performed in patients hospitalized

for renal disease (Huhnerbein et al., 1984).
Gender

No gender related differences were found in nasal mucociliary clearance rates in children

(Passali and Bianchini Ciampoli, 1985) nor in tracheal transport rates in adults
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(Yeates et al., 1975)Slower bronchial clearance has been noted in male compared to female
adults, but this was attributed to differences in lung size (and resultant clearance pathway length)

rather than to inherent gender related differences in transport velocities (Gerrard et al., 1986).

Physical Activity

The effect of increased physical activity upon mucociliary clearance is unresolved, with the
available data indicating either no effect or an increased clearance rate with exercise (Wolff et
al., 1977; Pavia, 1984)There are no data concerning changes in A region clearance with
increased activity levels, but GGtimulated hyperpnea (rapid, deep breathing) was found to
have no effect on early alveolar clearance and redistribution of particles (Valberg et al., 1985).
Breathing with an increased tidal volume was noted to increase the rate of particle clearance
from the A region, and this was suggested to be due to distension related evacuation of
surfactant into proximal airways, resulting in a facilitated movement of particle-laden
macrophages or uningested particles due to the accelerated motion of the alveolar fluid film
(John et al., 1994).

Respiratory Tract Disease

Various respiratory tract diseases are associated with clearance alteratiens.
examination of clearance in individuals with lung disease requires careful interpretation of
results, since differences in deposition of tracer particles used to assess clearance function may
occur between normal individuals and those with respiratory disease, and this would directly
impact upon the measured clearance rates, especially in the tracheobronchialdargecase,
nasal mucociliary clearance is prolonged in humans with chronic sinusitis, bronchiectasis, or
rhinitis (Majima et al., 1983; Stanley et al., 1985), and in cystic fibrosis (Rutland and Cole,
1981). Bronchial mucus transport may be impaired in people with bronchial carcinoma
(Matthys et al., 1983), chronic bronchitis (Vastag et al., 1986), asthma (Pavia et al., 1985), and
in association with various acute infections (Lourenco et al., 1971; Camner et al., 1979; Puchelle
et al., 1980).In certain of these cases, coughing may enhance mucus clearance, but it generally
is effective only if excess secretions are present.

Normal mucociliary function is essential to respiratory tract he&@thdies of individuals

with a syndrome characterized by impaired clearance, i.e., primary ciliary dyskinesia (PCD),
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may be used to assess the importance of mucociliary transport and the effect of its dysfunction
upon respiratory disease, and to provide information on the role of clearance in maintaining the
integrity of the lungs.The lack of mucociliary function in PCD is directly responsible for the
early development of recurrent respiratory tract infections and, eventually, chronic bronchitis
and bronchiectasis (Rossman et al., 1984; Wanner, 1986).however, not certain whether

partial impairment of the mucociliary system will increase the risk of lung disease.

Rates of A region particle clearance appear to be reduced in humans with chronic
obstructive lung disease (Bohning et al., 1982) and in laboratory animals with viral infections
(Creasia et al., 1973)l'he viability and functional activity of macrophages was found to be
impaired in human asthmatics (Godard et al., 1982).

Studies with laboratory animals have also found disease related clearance changes.
Hamsters with interstitial fibrosis showed an increased degree of alveolar clearance (Tryka et al.,
1985). Rats with emphysema showed no clearance difference from control (Damon et al.,
1983), although the co-presence of inflammation resulted in prolonged retention (Hahn and
Hobbs, 1979).0n the other hand, inflammation may enhance particle and macrophage
penetration through the alveolar epithelium into the interstitium, by increasing the permeability
of the epithelium and the lymphatic endothelium (Corry et al., 1984). Neutrophils, which are
phagocytic cells present in alveoli during inflammation, may contribute to the clearance of
particles via the mucociliary system (Bice et al., 1990).

Macrophages have specific functional properties, namely phagocytic activity and mobility,
which allow them to adequately perform their role in clearadeeolar macrophages from
calves with an induced interstitial inflammation (pneumonitis) were found to have enhanced
phagocytic activity compared to normal animals (Slauson et al., 1@89)he other hand,
depressed phagocytosis was found with virus-induced acute bronchiolitis and alveolitis (Slauson
et al., 1987).How such alterations affect clearance from the A region is not certain, since the
relationship between macrophage functional characteristics and overall clearance is not always
straightforward.While changes in macrophage function do impact upon clearance, the manner

by which they do so may not always be easily
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predictable.In any case, the modification of functional properties of macrophages appear to be

injury specific, in that they reflect the nature and anatomic pattern of disease.

Inhaled Irritants

Inhaled irritants have been shown to have an effect upon mucociliary clearance function in
both humans and laboratory animals (Schlesinger, 1990; Wolff, 1$36gyle exposures to a
particular material may increase or decrease the overall rate of tracheobronchial clearance, often
depending upon the exposure concentration (Schlesinger, 18B&jations in clearance rate
following single exposures to moderate concentrations of irritants are generally transient, lasting
< 24 h. However, repeated exposures may result in an increase in intra-individual variability of
clearance rate and persistently retarded clearance. The effects of irritant exposure may be
enhanced by exercise, or by coexposure to other materials.

Acute and chronic exposures to inhaled irritants may also alter A region clearance (Cohen
et al., 1979; Ferin and Leach, 1977; Schlesinger et al., 1986; Phalen et al., 1994), which may be
accelerated or depressed, depending upon the specific material and/or length of exjgbgare.
the clearance of poorly soluble particles from conducting airways is due largely to only one
mechanism, i.e., mucociliary transport, clearance from the respiratory region involves a complex
of multiple pathways and processd&®ecause transit times along these different pathways vary
widely, a toxicant-induced change in clearance rate could be due to a change in the time for
removal along a particular pathway and/or to a change in the actual route Takisnit is often
quite difficult to delineate specific mechanisms of action for toxicants which alter overall
clearance from respiratory airwayAlterations in alveolar macrophages likely underlay some of
the observed changes, since numerous irritants have been shown to impair the numbers and
functional properties of these cells (Gardner, 1984).

Since a great number of people are exposed to cigarette smoke, it is of interest to
summarize effects of this irritant upon clearance processmeke exposed animals and humans
show increased number of macrophages recoverable by bronchopulmonary lavage (Brody and
Davis, 1982; Warr and Martin, 1978; Matulionis, 1984; Zwicker et al., 1948yever, the rate
of particle clearance from the A region of the lungs appears to be reduced in cigarette smokers
(Bohning et al., 1982; Cohen et al., 1979).
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While cigarette smoking has been shown to affect tracheobronchial mucociliary clearance
function, the effects range from acceleration to slowigme of the apparent discrepancies in
different studies is related to differences in the effects of short-term versus long-term effects of
cigarette smokelLong term smokers appear to have mucociliary clearance which is slower than
that in nonsmokers (Lourenco et al., 1971; Albert et al., 1971) and which also show certain
anomalies, such as periods of intermittent clearance stasithe other hand, the short term
effects of cigarette smoke range from acceleration to retardation depending upon the number of
cigarettes smoked (Albert et al., 1971; Lippmann et al., 1977; Albert et al., 1974).

10.4.2.6 Comparative Aspects of Clearance

As with deposition analyses, the inability to study the retention of certain materials in
humans for direct risk assessment requires use of laboratory an@nats. dosimetry depends
upon clearance rates and routes, adequate toxicologic assessment necessitates that clearance
kinetics in these animals be related to those in hum#nes.basic mechanisms and overall
patterns of clearance from the respiratory tract appear to be similar in humans and most other
mammals.However, regional clearance rates can show substantial variation between species,
even for similar particles deposited under comparable exposure conditions (Snipes, 1989).

Dissolution rates and rates of transfer of dissolved substances into the blood may or may
not be species independent, depending upon certain chemical properties of the deposited material
(Griffith et al., 1983; Bailey et al., 1985b; Roy, 198%pr example, lipophilic compounds of
comparable molecular weight are cleared from the lungs of various species at the same rate
(dependent solely upon solute molecular weight and the lipid/water partition coefficient), but
hydrophilic compounds do show species differences.

On the other hand, there are distinct interspecies differences in rates of mechanical
transport in the conducting and A airway&hile mucous transport rates in the nasal passages
seem to be similar in humans and the limited other species examined (Morgan et al., 1986;
Whaley, 1987), tracheal mucous velocities vary among species as a function of body weight
(Felicetti et al., 1981; Wolff, 1992).
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In the A region, macrophage-mediated clearance of poorly soluble particles is species
dependent, with small mammalian species generally exhibiting faster clearance than larger
species, with the exception of the guinea pig which clears slower than laboratory rddests.
may result from interspecies differences in macrophage-mediated clearance of poorly soluble
particles (Valberg and Blanchard, 1992; Bailey et al., 1985b), transport of particles from the
A region to alveolar lymph nodes (Snipes et al., 1983; Mueller et al., 1990), phagocytic rates and
chemotactic responses of alveolar macrophages (Warheit and Hartsky, 1994), or the prevalence
of BALT (Murray and Driscoll, 1992) These likely result in species-dependent rate constants
for these clearance pathways, and differences in regional (and perhaps total) clearance rates
between some species are a reflection of these differences in mechanical préa@sses.
example, the relative proportion of particles cleared from the A region in the short and longer
term phases of clearance differs between laboratory rodents and larger mammals, with a greater
percentage cleared in the faster first phase in laboratory rodemsend result of interspecies
differences in deposition and clearance is that the retention of deposited particles can differ
between species, and this may result in differences in response to similar particulate exposure

atmospheres.

10.4.2.7 Lung Overload

Some experimental studies using laboratory rodents employed high exposure
concentrations of relatively nontoxic, poorly soluble particles, which interfered with normal
clearance mechanisms, producing clearance rates different from those which would occur at
lower exposure levelsProlonged exposure to high particle concentrations is associated with
what is termed particle "overloadThis is defined as the overwhelming of macrophage-
mediated clearance by the deposition of particles at a rate which exceeds the capacity of that
clearance pathwaylt is a nonspecific effect noted in experimental studies, generally in rats,
using many different kinds of poorly soluble particles (including, J¥®Icanic ash, diesel
exhaust particles, carbon black, and fly ash) and results in A region clearance slowing or stasis,
with an associated inflammation and aggregation of macrophages in the lungs and increased
translocation of particles into the interstitium (Muhle et al., 1990; Lehnert, 1990; Morrow,
1994). While some overload induced effects are reversible, the extent of such reversibility

decreases as the degree of overloading increases (Muhle et al., ©@888).
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some critical particle burden is reached, particles of all sizes (those studies ranged from ultrafine
to 4 «m) show increased translocation into the interstitum (Oberdérster et al., T982).
phenomenon has been suggested to be due to the inhibition of alveolar macrophage mobility.

While the exact amount of deposition needed to induce overload is uncertain, it has been
hypothesized that it will begin, in the rat, when deposition approaches 1 mg particles/g lung
tissue (Morrow, 1988)When the concentration reaches 10 mg particles/g lung tissue,
macrophage-mediated clearance of particles would effectively c@aseload may be related
more to the volume of particles ingested than to the total mass (Morrow, 1988; Oberddrster
et al., 1992b).Following overloading, the subsequent retardation of lung clearance,
accumulation of particles, inflammation, and the interaction of inflammatory mediators with cell
proliferative processes and DNA may lead to the development of tumors and fibrosis in rats
(Mauderly, 1994).

Alternative hypotheses exist for the events that define the onset of lung ovedioad.
hypothesis is that if repeated exposures to poorly soluble particles occurs, some critical lung
burden may be reachedlntil the critical lung burden is reached, clearance is normal; above the
critical lung burden, clearance becomes progressively retarded and associated other changes
occur. The other hypothesis is that overload is a function of the amount of poorly soluble
particles which deposit daily, i.e., deposition rate (Muhle, 1988; Creutzenberg et al., 1989;
Bellmann et al., 1990)Clearance retardation was suggested to occur at exposure levels of 3
mg/nT or higher. Thus, some critical deposition rate over a sufficient exposure duration would
result in retardation of clearance (Yu et al., 1989).

The relevance of lung overload to humans, and even to species other than laboratory rats
and mice, is not cleaWhile it likely to be of little relevance for most "real world" ambient
exposures of humans, it is of concern in interpreting some long-term experimental exposure
data. It may, however, be of some concern to humans occupationally exposed to some patrticle
types (Mauderly, 1994), since overload may involve all insoluble materials and affect all species
if the particles are deposited at a sufficient rate (Pritchard, 1989), (i.e., if the deposition rate
exceeds the clearance raté).addition, the relevance to humans is also clouded by the

suggestion that macrophage-mediated clearance is normally slower and
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perhaps less important in humans than in rats (Morrow, 1994), and that there will be significant

differences in macrophage loading between the two species.

10.4.3 Acidic Aerosols

An Issue Paper on Acid Aerosols was published by the Environmental Protection Agency
in 1989. Section 3 of that document was devoted to the deposition and fate of acid aerosols.
Moreover, that Section provided an update of particle deposition data from both human and
laboratory animal studies, described hygroscopic aerosol studies reported between 1977 and
1987, and presented a thorough discussion of the neutralization of acid aerosols by airway
secretions and absorbed ammonia.

This section consists of two subsectiotise first concerns the phenomenon of

hygroscopicity; and the second presents current information on acidic aerosol neutralization.

10.4.3.1 Hygroscopicity of Acidic Aerosols

Hygroscopicity can be defined as the propensity of a material for taking up and retaining
moisture under certain conditions of humidity and temperattis.well known that action of
ocean waves continuously disperses tons of hygroscopic saline particles into the atmosphere and
these contribute to worldwide meteorologic phenomexsindustrialization has expanded, the
evolution of gaseous pollutants, especially the oxides of sulfur and nitrogen, has caused a greatly
increased atmospheric burden of aerosols mainly derived from gas-phase redttesss.
aerosols are predominantly both acidic and hygroscopic, consisting of mixtures of partially
neutralized nitric, sulfuric and hydrochloric acidse., inorganic salts, such as nitrites,
bisulfates, sulfates and chloridds. addition, small amounts of organic acid salts, e.g., formate
and acetate, are present as are a variety of trace elements, e.g., cadmium, carbon, vanadium,
chromium and phosphorus, whose oxides and other chemical forms tend also to be acid forming
(Aerosols, 1986).

Experimental studies on deposition of acid aerosols are limitedre have been two
studies in laboratory animals using3@, aerosols.Dahl and Griffith (1983) measured regional
deposition of these aerosols in the size range from 0.4 to 1.2 um MMAD generated at 20% and
80% relative humiditiesTheir data showed greater total and regional deposition®®HH

aerosols in rats compared to nonhygroscopic aerosols having the same MMAD's
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(Figure 10-14).Deposition of HSO, aerosols generated at 20% RH was also higher than those
generated at 80% RH, indicating that the increase in deposition was caused by the growth of the
particles in the highly humid environment of the respiratory tract.

However, a similar study by Dahl et al. (1983) found that deposition3d }herosols in
beagle dogs at these two relative humidities was similar to that of nonhygroscopic aerosols
having the same size although deposition at 20% RH was again higher than that at 80% RH.
The inconsistent results were explained by Dahl et al. (1985) to be caused by the large
intersubject variability of deposition in dogs.

Two reviews (Morrow, 1986; Hiller, 1991) have been published on hygroscopic aerosols
which consider the implications of hygroscopic particle growth on deposition in the human
respiratory tractMuch of the treatment of hygroscopic particle growth is based on theoretical
models (e.g., Xu and Yu, 1985; Ferron et al., 1988; Martonen and Zhang, 1993). Suffice it to
say, particulate sodium chloride has been commonly utilized in these models and to a lesser
extent, sulfuric acid droplets, and ammonium sulfate and ammonium bisulfate paifiobes.
are no major distinctions in the growth of these hygroscopic materials except that sulfuric acid
does not manifest a deliquescent point (when the particle becomes an aqueous tiroptee
seen in Figure 10-15 that the growth rate of hygroscopic particles is controlled by the relative
humidity (RH): the closer to saturation (100% RH), the faster the growth rate.

In humans, deposition of acid aerosols in the respiratory tract has only been estimated by
model studiesMartonen and Zhang (1993) estimated deposition,80;aerosols in the
human lung for various ages and three different activity levdie HSO, aerosol was
considered to be in equilibrium with atmospheric conditions outside the lung prior to being
inhaled. The results of their calculation for rest breathing without considering extrathoracic
deposition are shown in Figure 10-16omparing to nonhygroscopic aerosols such a&SGge
deposition of HSO, aerosols in different regions of the lung may be higher or lower depending
upon the initial particle sizeThere is a critical initial size of J30, in the 0.2 to 0.4 pm range.

For larger particles the influence bfygroscopicity of BSO, aerosols is to increase total lung
deposition, whereas for smaller particles the opposite occurs.

Hygroscopic particles or droplets of different initial size will experience different growth

rates: the smallest particles being the fastest to reach an equilibriumrize.
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Figure 10-15. Theoretical growth curves for sodium chloride, sulfuric acid, ammonium
bisulfate, and ammonium sulfate aerosols in terms of the initial (Yl and
final (d) size of the particle. Note that the H,SO, curve, unlike those for the
three salts, has no deliquescence point.

Source: Tang and Munkelwitz (1977).

example, a 0.5 um diameter particle will require approximately 1 s, whereas a 2.0 um particle
will require close to 10 slt is immediately evident that many inhaled hygroscopic particles will
not reach their equilibrium size (maximum growth) during the duration of a single respiratory
cycle (ca 4 s).Conversely, the growth of ultrafine particles does not resemble that for particles
>0.1 um and thereby represents a special ddseeover, the hygroscopic growth characteristics
of aqueous droplets, containing one or more solutes, depend not only on their initial size, but
their initial composition.The study of Cocks and Fernando (1982), using the condensation
model of Fukuta and Walter (1970), with ammonium sulfate droplets illustrate both of these last
points (Figure 10-17).

The direct measurement of the RH of alveolar air and the temperature of air at the alveolar

surface have been attempted, but because of technical limitations, the direct
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Figure 10-16. Regional deposition of hygroscopic sulfuric acid (E60,) and control iron
oxide (FE,O,) particles at quiet breathing in the human lung as a function
of subject age.

Source: Martonen and Zhang (1993).

experimental determinations of these and other values at different levels of the respigatiory
have only been considered reliable for conditions in the conducting airways (Morrow, 1986).

Fortunately, indirect methods for these determinations have been
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Figure 10-17. Distinctions in growth (r/r ;) of aqueous ammonium sulfate [(NE),SO,]
droplets of 0.1 and 1.Q«m initial size are depicted as a function of their
initial solute concentrations (X).

Source: Cocks and Fernando (1982).

successful.For deep-lung temperature, Edwards et al. (1963) used solubility of a helium-argon
mixture in arterial blood By this approach they found the mean pulmonary capillary
temperature infive normal subjects to be 37.82. Because of individual variability, theglso
provided an equation for estimating the deep lung temperature in an individual from a
measurement of rectal temperature.

Ferron and co-workers (1983, 1985) made the logical assumption that the RH of the
alveolar air was determined by an equilibrium with the vapor pressure of blood serum at the
capillary level. The osmolarity of serum at 3T (287 + 4 mmol/kg) provided these
investigators a sound basis for selecting 99.5% RH as the value to use in all of the modeling

estimations.In Figure 10-18 (from Xu and Yu, 1985) the calculated equilibrium diameters
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Figure 10-18. The initial diameter of dry sodium chloride particles (d)) and equilibrium
diameter achieved (d) are shown for three relative humidity assumptions.

Source: Xu and Yu (1985).

for sodium chloride particles on the basis of their initial sizpi¢ddepicted.The equilibrium
diameters (g) that can be achieved theoretically for each particle size is shown as a function of
three different RH valued-or an RH of 99.5%, the growth of salt particles with an initial size
greater than 0.5 um, yields about a 6-fold increase in diameter.

Ferron et al. (1988) calculated the RH in the human airways by employing a transport
theory for heat and water vapor using cylindrical coordinases.eral parameters of the theory
were chosen to best fit the available experimental dettase authors also used ttransport

theory to model the growth and deposition of three salts, viz., NaCl, &bk,
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and ZnSQ 7H,0, which were selected because these differentially hydrated particles have large,
moderate and small hygroscopic growth potentials, respecti#are 10-19 depicts the

growth of these three salts when their initial dry particle size is 1.0 um diameter, the average
inspired airflow is 250 cc/s, and the inhalation is by mouthithis depiction, the particle growth

is expressed as the ratio of the achieved aerodynamic diameter to the initial aerodynamic size.
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Figure 10-19. The initial dry diameter (d . J of three different salts is assumed to be 1.0
um. Their subsequent growth to an equilibrium diameter at 99.5%RH is
shown by the ratio (d/d,.J. The highly hydrated salts of cobalt chloride
and zinc sulfate exhibit a reduced growth potential compared to sodium
chloride.

Source: Ferron et al. (1988).
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A recent experimental study by Anselm et al. (1990) used an indirect method, similar to
that employed earlier by Tu and Knudsen (1984), to validate the 99.5% RH assumption for
alveolar air.In this instance, monodisperse NacCl particles between 0.2 and 0.5 um were
made by vibrating orifice generator and administered, by mouth, as boli during a constant
inspiratory airflow. During expiration, the particles suspended in the same volume element were
size classified.To determine equilibrium particle sizes, 600 mL of aerosol was inspired
followed by 400 mL of clean airExpiration was initiated after different periods of breath
holding and the behavior of NaCl particles (loss and settling velocities) was compared to that of
a stable (nonhygroscopic) aerosdhrough this approach, the investigators fouhdt the
diameters of the NaCl particles initially 0.2 um and 0.25 um, increased 5.55 and 5.79-fold,
respectively. These values were found to be consistent with a 99.5% RH.

To make the transport theory model estimations more pragmatic, Ferron and coworkers
(1992, 1993) made estimations for heterodisperse aerosols of salts with the range of growth
potentials used in their 1988 studilso, deposition estimates for,5D, aerosols,
incorporating variabilities in age-related airway morphometry and in physical activity levels,
have been reported by Martonen and Zhang (1993) using some innovative modeling
assumptions.

In his excellent review of hygroscopic particle growth and deposition and their
implications to human health, Hiller (1991) concluded that despite the importance of models,
there remains insufficient experimental data on total and regional deposition of hygroscopic

aerosols in humans to confirm these models adequately.

10.4.3.2 Neutralization and Buffering of Acidic Particles
The toxicity of acidic particles may be modulated following their inhalatitims may
occur within the inhaled air, by neutralization reaction with endogenous respiratory tract

ammonia, or following deposition, due to buffering within the fluid lining of the airways.

Reaction of Acidic Particles with Respiratory Tract Ammonia
Ammonia (NH) is present in the air within the respiratory tradleasurements taken in
exhaled air have found that the Nebncentration varies, depending upon the site of

measurement, with levels obtained via oral breathing greater than those measured in the nose
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or trachea (Larson et al., 1977; Vollmuth and Schlesinger, 1#8hause of these

concentration differences between the oral and nasal passages, the route of acidic particle
inhalation likely plays a significant role in determining the hydrogen idhdi#ilable for
deposition in the lower respiratory tradthus, for the same mass concentration of acidic
particles, inhalation via the mouth will result in more neutralization compared to inhalation via
the nose, and less'ldvailable for deposition in the lungs (Larson et al., 1982k toxicity of
acidic particles is likely due to the'Has discussed in Chapter 11.

The possibility that endogenous ammonia could chemically neutralize inhaled acidic
particles to their ammonium salts prior to deposition on airway surfaces, thereby reducing
toxicity, was originally proposed by Larson et al. (1977) in relation to acidic sulfate aerosols.
Since, stoichiometrically, £g of NH, can convert 5.8, of H,SO, to ammonium bisulfate
(NH,HSQ), or 2.9.g of H,SO, to ammonium sulfate [(NH,SO,], they determined, based upon
the range of NEllevels measured in the exhaled air of humans, that up to Ag8a6 of inhaled
H,SO, could be converted to (NHSO,. For a given sulfate content in an exposure atmosphere,
both ammonium bisulfate and ammonium sulfate are less potent irritants than is sulfuric acid.

Complete neutralization of inhaled sulfuric acid or ammonium bisulfate would produce
ammonium sulfateHowever, partial neutralization of sulfuric acid would reduce to varying
extents the amount of thvailable for deposition, thereby modulating toxicifyhe extent of
neutralization has been shown to play a role in measured toxicity from inhaled sulfuric acid.
Utell et al. (1989) exposed asthmatic subjects to sulfuric acid under conditions of high or low
levels of expired ammonialhe response to inhaled acid exposure was greater when exposure
was conducted under conditions of low oral ammonia levels.

The extent of reaction of ammonia with acid sulfates depends upon a number of factors.
These include residence time within the airway, which is a function of ventilation rate, and
inhaled particle sizeln terms of the latter, for a given amount of ammonia, the extent of
neutralization is inversely proportional to particle size, at least within the diameter range of
0.1-10um (Larson et al., 1993)in addition, for any given ammonia concentration, the extent of
neutralization of sulfuric acid increases as mass concentration of the acid aerosol decreases
(Schlesinger and Chen, 1994).
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Cocks and McElroy (1984) presented a model analysis for neutralization of sulfuric acid
particles in human airway®article acidity was a function of both dilution by particle growth
and neutralization by ammoni&s an example of their results, neutralization would be
complete in 3 sec for }J30, (3M) having a particle size of 0/6m and a mass concentration of
100 g/, with the ammonia level at 5Q@/n7. If the NH, level is reduced to 50g/n?’,
neutralization would take longer.

Larson (1989) presented another model for neutralization of inhaled acidic sulfate aerosols
in humans.It was concluded that significant deposition of acid in the lower respiratory tract
would occur in the presence of typical respiratory tract Misels, for both oral or nasal
inhalation of HSO, particles at 0.3m. However, particles at 0.081 should be completely
neutralized in the upper respiratory traéthile this latter seems to contradict findings of
significant biological responses in guinea pigs following exposure to ultrafine acid particles
(Chapter 11), this could reflect differences in residence times and ammonia levels between
different speciesFurthermore, it is likely that under most circumstances, only partial
neutralization of inhaled sulfuric acid occurs prior to deposition (Larson et al., 11973y
case, these conclusions support toxicological findings of biological effects following inhalation
of sulfuric acid concentrations that should, based solely upon stoichiometric considerations, be
completely neutralized, and highlights the complexity of neutralization processes in the
respiratory tract.

Larson et al. (1993) examined the role of ammonia and ventilation rate on response to
inhaled (oral) sulfuric acid by estimating, using the model of Larson (1989), the acid
concentrations to which the lungs would be exposed during oral inhaldth@y. concluded that
combinations of high ammonia and low ventilation rate or low ammonia and high ventilation
rate produce smaller or larger amounts of acid deposition, respectively, even if the acid
concentration at the point of inhalation remained constéimé former condition resulted in

greater neutralization than did the latter.

Buffering by Airway Surface Fluid (Mucus)

Mucus lining the conducting airways has the ability to buffer acid particles which deposit
within it. The pH of mammalian tracheobronchial mucus has been reported to be within a range
of about 6.5 to 8.2 (Boat et al., 1994; Gatto, 1981; Holma et al., 1977).
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This variability may be due to differences in the methods used and species examined, as
well as the likelihood that the acid-base equilibrium differs at different levels of the
tracheobronchial tree, but may also reflect variations in secretion rate and the occurrence of
inflammation. The influence on pH of various other endogenous factors, such as secretion of
hydrogen or bicarbonate ions, and the role of specific mucus constituents, such as secreted acidic
glycoproteins and basic macromolecules, have not been extensively examined.

The buffering capacity of human sputum, a mixture of saliva and mucus, was examined by
Holma (1985), by titrating sputum equilibrated with 5% carbon dioxide &C3@nd 100%
relative humidity (RH) with sulfuric acidwWhile the buffering capacity was variable, depending
upon the sputum sample examined, depression of pH from 7.25 to 6.5 required the addition of
approximately 6:mol of hydrogen ion (H per milliliter of sputum.Assuming a
tracheobronchial mucus volume of 2.1 mL, between 8 andri@ of H', if evenly distributed
through the airways, would be required to depress mucus pH from 7.4 to 6.5. e b
obtained from 4%.g of sulfuric acid, between 390 and 780 w«g of sulfuric acid would be required
to cause this change in pMVith an inhalation exposure duration of 0.5 h, ventilation at 20
L/min and 50% deposition (in the total respiratory tract) of 4§@r° sulfuric acid (at 1M), 0.6
wmol of H would be deposited in the lungslowever, the distribution of submicrometer acid
particles in the respiratory tract is not uniform and, therefore, greater changes in pH may be
anticipated on a regional basis in those areas having higher than average depfdiion.
example, 3Q:g of acid deposited in 0.2 mL of mucus, a greater change in pH would likely
occur.

The above example may apply to healthy individuglewever, the buffering capacity of
mucus may be altered in individuals with compromised lukgs.example, sputum from
asthmatics had a lower pH than that from healthy subjects, and a reduced buffering capacity
(Holma, 1985).This group may, therefore, represent a portion of the population which is
especially sensitive to inhaled acidic particl@&$ie potential sensitivity of asthmatics to acid
particles is discussed in greater detail in Chapter 11.

While biological responses following the inhalation of acidic aerosols are likely due to the
H* component of these particles, it has been suggested that pH may not be the sole determinant
of response to acid particles, but that response may actually depend upon total available

hydrogen ion, or titratable acidity, depositing upon airway surfaeg® et al.
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(1987) hypothesized that buffered acid aerosols (with a greagodl) would cause a greater
biological response than would unbuffered acid aerosols having the sangnad.airway

surface fluids have a considerable capacity to buffer acid, it was suggested that the buffered acid
would cause a more persistent decrease in airway surface flui@hpls, it appears that the

specific metric of acidity used, i.e., pH or titratable acid, would, therefore, be reflected in the

relationship between amount of deposited acidity and resultant biological response.

10.5 DEPOSITION DATA AND MODELS

The background information in Sections 10.4 demonstrates that a knowledge of where
particles of different sizes deposit in the respiratory tract and the amount of their deposition is
necessary for understanding and interpreting the health effects associated with exposure to
particles. As was seen, the respiratory tract can be divided into the ET, TB and A regions on the
basis of structure, size and functidParticles deposited in the various regions have large
differences in clearance pathways and, consequently, retention fitmessection discusses the
available data on particle deposition in humans and laboratory aniBiffiscent approaches for
modeling these data are also discussiteoretical models must assume average values and
simplifying conditions of respiratory performance in order to make reasonable estifiaites.
latter approach was initiated by the meteorologist Findeisen (1935) over fifty years ago, when he
developed a simplified anatomic model of the respiratory tract and assumed steady inspiratory
and expiratory air flows in order to estimate the interactions between the anatomy of the
respiratory tract and particle deposition based on physical [B@spite much progress in
respiratory modeling, there are not major distinctions in total particle deposition predictions

among models and experimental verifications have been generally satisfactory.

10.5.1 Humans

The deposition of particles within the human respiratory tract have been assessed using a
number of techniques (Valberg, 198%)nfortunately, the use of different experimental

methods and assumptions results in considerable variations in reported Vdlisesection
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discusses the available particle deposition data in humans for either the total respiratory tract or

in terms of regional deposition.

10.5.1.1 Total Deposition

If the quantity of aerosol particles deposited in the entire respiratory tract is divided by that
inhaled, the result is called total deposition fraction or total deposiiibas, total deposition
can be measured by comparing particle concentrations of the inhaled and exhaled, but the
regional involvement cannot be distinguish@&y. the use of test aerosol particles with
radiolabels, investigators have been able to separate deposition by region, beginning from the ET
region with either nasal and nasopharyngeal deposition for nose breathing or oral and pharyngeal
deposition for mouth breathind.he measurement of clearance of the radiolabeled particles
from the thorax can be used to separate fast clearance, usually assumed to be an indicator of TB
deposition, from the more slowly cleared A deposition (see below for more discussion).

Total human deposition data, as a function of particle size with nose and mouth breathing
compiled by Schlesinger (1988) are depicted in Figure 10FA@se data were obtained by
various investigators using different sizes of test spherical particles in healthy male adults under
different ventilation conditionsDeposition with nose breathing is generally higher than that
with mouth breathing because mouth breathing bypasses the filtration capabilities of the nasal
passagesFor large particles with aerodynamic diameteggeater than 1 pm, deposition is
governed by impaction and sedimentation and it increasésincreasing . When d.> 10
um, almost all inhaled particles are depositdd.the particle size decreases from 0.1 pum,
diffusional deposition becomes dominant and total deposition depends more upon the physical
diameter d of the particleDecreasing particle diameter leads to an increase in total deposition in
this particle size rangeTotal deposition shows a minimum for particle diameters in the range of
0.1 um to 0.5 um where neither sedimentation nor diffusion deposition are effebtige.
particle diameter at which the minimum deposition occurs is different for nose breathing and
mouth breathing and it depends upon flow rate and airway dimengtongll particle sizes,
mixing of the tidal air and functional residual air can enhance particle deposition by providing a

mechanism for keeping the inhaled particles in the lung for a longer time and

10-86



100 | | |

o
— O Human (Oral) & —
T ® Human (Nasal)

lo
o)
|

80

00O

40

20—

Deposition (%)
I
—o—
o
O
O
o
[

0.01 0.1 1.0 10
Particle Diameter (um)

Figure 10-20. Total deposition data (percentage deposition of amount inhaled) in humans
as a function of particle size.All values are means with standard deviations
when available. Particle diameters are aerodynamic (MMAD) for those>
0.5um.

Source: Schlesinger (1988).

thereby increasing the probability of the particles to depdsits factor is more significant for
particle sizes for which deposition is loaood deposition experiments therefore should
account for mixing into the residual volume by requiring subjects to fully exhale.

Although various studies in Figure 10-20 all appear to show the same trend, there is a
significant amount of scatter in the datduch of this scatter can be explained by the use of
different test particles and methods in the experimental studies, as well as different breathing
modes and ventilation conditions employed by the subjéttsvever, a good portion of the

scatter is caused by the differences in airway morphology and breathing pattern among
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subjects (Heyder et al., 1982, 1988; Yu et al., 1979; Yu and Diu, 1982a,b; Bennett and
Smaldone, 1987; Bennett, 1988h addressing the health-related issues of inhaled particles, this
intersubject variability is an important factor which must be taken into consideration.

Indeed, for well controlled experiments and controlled breathing patterns (constant
inspiratory flow in half a cycle and constant expiratory flow in another half cycle and no pause),
total deposition data do not have the amount of scatter shown in Figure Egz@afe 10-21
shows the data by Heyder et al. (1986) and Schiller et al. (1986, 1988) reported by Stahlhofen et
al. (1989) at controlled mouth breathing for particle size ranging from 0.005 pum to 15 pm and
three different ventilation conditiong.otal deposition was found higher for larger tidal volume

while the minimum deposition occurred at about 0.4 um for all three ventilation conditions.

Total Deposition AL €O mOo
C Al Tidal volume cm® 500 1,000 2,000
Symbols: Experimental data Volumetric flow rate cm®-1 250 250 250
Curves : Model calculations Breathing frequency min! 15 75  3.75

1.0

Total Deposition

0.01 0.1 1 10
Diameter of unit density spheres (um)

Figure 10-21. Total deposition as a function of the diameter of unit density spheres in
humans for variable tidal volume and breathing frequency.Experimental
data are by Heyder et al. (1986) and Schiller et al. (1988).he curves
represent empirical fitting.

Source: Stahlhofen et al. (1988).
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10.5.1.2 Extrathoracic Deposition

The fraction of inhaled particles depositing in the ET region can be quite variable,
depending on particle size, flow rate, breathing frequency and whether the breathing is through
the nose or through the moutburing exertion, the flow resistance of the nasal passages cause
a shift to mouth breathing in almost all individuals, thereby bypassing much of the filtration
capabilities of the head and leading to increased deposition in the lung (TB and A relgmns).
nose breathing, the usual technique for measuring inspiratory deposition is to draw the aerosol
through the nose and out of the mouth while the subject holds his mouth open (Pattle, 1961;
Lippmann, 1970; Hounam et al., 1969, 197Ihe aerosol concentration is measured before it
enters the nose and after it leaves the moli#glecting mouth deposition during expiration,
inspiratory nasal deposition can be calculated from the concentration diffeAamuther
method to measure the nasal deposition is to use the lung as a part of the experimental system
(Giacomelli-Maltoni et al., 1972; Martens and Jacobi, 1973; Rudolf, 191#1g.deposition of
particles in the nose is calculated from total deposition of particles in the entire respiratory tract
for mouth, nose, mouth-nose and nose-mouth breatfiagause mouth deposition is not
significant under the experimental conditions, this method allows the determination of nasal
deposition for both inspiration and expiration.

Deposition in the mouth for expiration is normally assumed to be negligtole.
inspiration, the deposition in mouth has been measured using radioactive aerosol particles
(Rudolf, 1975; Lippmann, 1977; Foord et al., 1978; Stahlhofen et al., 1980; Chan and
Lippmann, 1980; Stahlhofen et al., 1981, 198B)e amount of deposition is obtained from the
difference of activity measurements, one immediately after exposure and the other after the
deposited particles are removed with mouthwash or other mBaicause the subjects in these
experiments breathe through a large bore tube, the deposition via the mouth occurs
predominantly in the larynxRudolf et al. (1984, 1986) have suggested to name this laryngeal
deposition. Mouth deposition by natural mouth breathing without using a mouthpiece was
measured in an earlier study by Dennis (1961) and recently by Bowes and Swift (1989) during
natural oronasal breathing at moderate and heavy exercise conditt@ndata showed a much

greater deposition than breathing through a mouth-piece.
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For d,> 0.2 um, ET deposition is usually expressed as a functiof @f d
where Q is the flow rateThis is the appropriate parameter for normalizing
impaction-dominated deposition when the actual flow rates in the experimental
studies are not identicaEven with this normalization, deposition data in the
extrathoracic region by various workers exhibit a very large amount of scatter as
shown in Figures 10-22 and 10-23, respectively, for inspiratory nasal and mouth
deposition.Besides uncertainty in measurement techniques, one major source of
this scatter, similar to the case of total deposition, comes from intersubject
and intrasubject variabilitiesThe intersubject variability may arise from the
difference in anatomical structure and dimensions, number of nasal hairs,
breathing pattern, etc., while the intrasubject variability may be caused by the
degree of mouth opening and by the nasal resistance cycle in which airflow may be
redistributed from one side to the other side, by as much as 20 to 80%.

Mathematical model studies on the deposition in the nose and mouth are very
limited. There have been only two attempts to determine nasal deposition during
inspiration (Landahl, 1950b; Scott et al., 1978j).present, formulas useful
for predicting ET deposition arelerived empirically from experimental data
(Pattle, 1961; Yu et al., 1981; Rudolf et al., 1983, 1984, 1986; Miller et al.,
1988; Zhang and Yu, 1993Y.he formulas by Rudolf et al. (1983, 1984, 1986) given
below, with some modification, have been adopted by the International Commission
on Radiological Protection (ICRP, 1994) in their dosimetry model. Deposition
efficiency via the noseng) or mouth f{),,) is expressed in terms of an impaction
parameter (fQ), as

ny = 1-[3.0x10%d, Q) + 117", (10-22)

or

My = 1 - [11x1074(d, Q¢ V,**)# + 1771, (10-23)

where g, is in the unit of pm, Q in cifs, and \f is the tidal volume in ctn

Equation 10-22 applies to both inspiration and expiration since the data by
Heyder and Rudolf (1977) do not show a systematic difference between the two
efficiencies. The
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Figure 10-22.Inspiratory deposition of the human nose as a function of particle
aerodynamic diameter and flow rate (4.°Q). The curve represents
Equation 10-22.

Source: Stahlhofen et al. (1988).

inclusion of \; in Equation 10-23 is caused by the fact that the size of the ET
region during mouth breathing increases with increasing flow rate and with
increasing tidal volume.

For ultrafine particles (d < 0.1 pum), deposition in the ET region is
controlled by the mechanism of diffusion which depends only on the particle
geometric diameter, dAt this time, ET deposition for this particle size range
has not been studied extensively in humaasorge and Breslin (1969) measured
nasal deposition of radon progeny in three subjects but the diffusion
coefficient of the progeny was uncertaf@chiller et al. (1986, 1988) later
obtained inspiratory nasal deposition from total deposition measurements using
a nose in -
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Figure 10-23. Inspiratory extrathoracic deposition data in humans during mouth
breathing as a function of particle aerodynamic diameter, flow
rate, and tidal volume (d,”Q¥%, ™). The curve represents
Equation 10-23.

Source: Stahlhofen et al. (1988).

mouth out and mouth in-nose out maneuvgowever, their data cannot be
considered reliable because mouth deposition is not negligible compared to nose
deposition.

The only data available to date for ET deposition of ultrafine particles are
from cast measurements (Cheng et al., 1988, 1990, 1993; Yamada et al., 1988;
Gradon and Yu, 1989; Swift et al., 199Figure 10-24 shows these data on
inspiratory nasal deposition from several laboratories reported by Swift et al.
(1992) as a function of the diffusion paramet®*Q "%, whereD is the particle
diffusion coefficient in crfisec and Q is the flow rate ib/min. Swift et al.

(1992) also proposed an equation to fit the data in the form
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Figure 10-24. Inspiratory deposition efficiency data and fitted curve for human
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curve represents Equation 10-24 and the dotted lines are 95%
confidence limits on the mean.

Source: Swift et al. (1992).

Ny = 1 -exp[-12.65D"2Q '], (10-24)

which was adopted by ICRP66 in the 1994 mod@&{piratory nasal deposition for

particles between 0.005 pum to 0.2 um was found to have the same trend as Figure 10-
24 but was approximately 10% higher than the inspiratory nasal deposition

(Yamada et al., 1988)Cheng et al. (1993) derived the following empirical

equations to fit the data for expiratory nasal deposition
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Ny = 1-exp[-15.0D"2Q %] (10-25)

Diffusional deposition in human oral casts was found to be smaller than that in
nasal casts (Cheng et al., 1998pased upon these data, Cheng et al. (1993)
derived the following equation for oral deposition

My = 1 - exp (- 103D"2Q &) (10-26)

on inspiration, and

Ny = 1-exp(-851D"Q 18) | (10-27)

for deposition on expirationContrary to nasal deposition, deposition in the
mouth is slightly higher for inspiration than for expiratidfigure 10-25 shows
the inspiratory oral deposition data and Equation 10-26.

ICRP66 (1994) took a more conservative view of the experimental data on
deposition of small particles in the oral passagewasopharyngeal deposition
for mouth breathing was assumed to be only half the value for nose breathing so
that

N, =1-exp (-6.33 BFQ 5. (10-28)
10.5.1.3 Tracheobronchial Deposition

Particles escaping from deposition in the ET region enter the lung, but
their regional deposition in the lung cannot be precisely meashikethe
available regional deposition data have been obtained from experiments with
radioactive labeled poorly soluble particles above 0.1 um in dianmiEter.
amount of activity retained in the lung as a function of time normally exhibits a
fast and slow decay component that have been identified as mucociliary and
macrophage clearanc&ince the tracheobronchial airways are ciliated, the
rapidly
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Figure 10-25. Inspiratory deposition efficiency data in human oral casts plotted
versus flow rate and particle diffusion coefficient [Q/*D*2
(Lmin %)™ (cm’s™)"4. The solid curve represents Equation 10-26
and the dotted lines are the 95% confidence limits.

Source: Cheng et al. (1993).

cleared fraction of initial activity can be considered as a measure of the amount
of material deposited in the TB region, whereas the slowly cleared fraction
corresponds to the material deposited in the A regitowever, there is

experimental evidence that a significadraction of material deposited in the

TB region is retained much longer than 24 h (Stahlhofen et al., 1986a,b; Scheuch
and Stahlhofen, 1988; Smaldone et al., 1983)is may be caused by the fact that
the TB airway surface is lined with ciliated epithelium, Imatt all of the

ciliated epithelium is covered with mucus all the time (Stahlhofen et al., 1989).
Other mechanisms for prolonged TB clearance include phagocytosis by airway
macrophages and
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deposition of particles further down into the A region due to mixing of flow

during inspiration.Thus, TB and A deposition measured based upon the clearance
of radioactive labeled particles have been suggested as the "fast-cleared" and
"slow-cleared" thoracic deposition (Stahlhofen et al., 1989).

Figure 10-26 shows the data from various investigators (Lippmann, 1977;
Foord et al., 1978; Chan and Lippmann, 1980; Emmett et al., 1982; and Stahlhofen
et al., 1980, 1981, 1983) on TB deposition or fast-cleared thoracic deposition
for mouth breathing as a function qf teported by Stahlhofen et al. (1989).

Again, the data are quite scattered due to differences in experimental technique
and intersubject and intrasubject variabilities that have been cited

previously. Another cause for the scatter is from the difference in the flow rate
employed by various studie&or d,> 0.5 pm, deposition in the TB region is
caused by both impaction and sedimentatidfhereas the impaction deposition is
governed by the parametef’®, sedimentation deposition is controlled by the
parameter g/Q. Itis therefore not possible to have a single relationship
between deposition and, dor different flow rates.

Data in Figure 10-26 show that TB deposition does not increase monotonically
with d,, A higher d.leads to a greater ET deposition and consequently a lower TB
deposition. For the range of flow rates employed in various studies, the maximum
TB deposition occurs at about 4 pmp dt is also seen that the data by Stahlhofen
et al. (1980, 1981, 1983) irigure 10-26 are considerably lower than those from
other investigatorsChan andLippmann (1980) cited two possible reasons for
this difference.One was that Stahlhofen and coworkers used constant
respiratory flow rates in their studies as opposed to the varikdverates
used by othersThe second reason was that different methods of separating the
initial thoracic burden into TB and A regions were us8thhlhofen et al. (1980)
extrapolated the thoracic retention values during the week after the end of fast
clearance back to the time of inhalation; they considered A deposition to be the
intercept at that time, with the remainder of the thoracic burden considered as
TB deposition. This approach yields results similar to, but not identical with,
those obtained by treating TB deposition as equivalent to the particles cleared
within 24 h.
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Figure 10-26. Tracheobronchial deposition data in humans at mouth breathing as a
function of particle aerodynamic diameter (d,). The solid curve
represents the approximate mean of all the experimental data; the
broken curve represents the mean excluding the data of Stahlhofen
et al.

Source: Stahlhofen et al. (1988).

10.5.1.4 Alveolar Deposition

The A deposition data as a function gffdr mouth breathing are shown in
Figure 10-27.These data are from the same studies that reported TB deposition in
Figure 10-25 but there is a better agreement between different studies than with
the TB data.Alveolar deposition is favored by slow and deep breathirge data
of Stahlhofen et al. (1980, 1981, 1983) at 1000 tautal volume and 250 cifsec
flow rate thus are higher than other dafégure 10-27 also shows (1) that A
deposition reaches the maximum at about
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Figure 10-27. Alveolar deposition data in humans as a function of particle
aerodynamic diameter (d,). The solid curve represents the mean of
all the data; the broken curve is an estimate of deposition for nose
breathing by Lippmann (1977).

Source: Stahlhofen et al. (1988).

3.5 um d.and (2) that for g between 0.2 um and 1.0 um, A deposition does not show
significant change although a minimum deposition may occur near 0.5 pm.

By switching from mouth breathing to nose breathing, alveolar deposition
will decrease.Lippmann (1977) made an estimate by analysis of the difference in
the ET deposition for nose and mouth breathifige nose breathing (dashed line)
result is also shown ifrigure 10-26.For d,.greater than 7 um, practically no
particles deposit in the A region in this breathing mode.

10-98



During exercise, most subjects switch from nose breathing to breathing
partly through the mouth (Niinimaa et al., 198The amount of inhaled material
that deposits in the lungs is affected because the mouth and nose have different
filtration efficiencies. Niinimaa et al.(1981) found that in thirty subjects,
twenty switched to oro-nasal breathing (normal augmenters), typically at a
ventilation rate of about 35 L/min, five continued to breathe through the nose,
and the rest who were habitual mouth breathers breathed oro-nasally at all levels
of exercise.These data were reviewed by Miller et al. (1988) and used to
estimate thoracic deposition (TB and A deposition) at different ventilation
rates. At higher ventilation rates, Miller et al. (1988) predicted little
difference in thoracic deposition between normal augmenters and mouth
breathers, but for ventilation rates less than 35 L/min they predicted
substantially lower deposition in normal argumenters compared to mouth
breathers.Based upon this finding, ICRP (1994) recommended a different
breathing pattern for normal augmenters and mouth breathers that typifies the
breathing habits of adult males as a function of ventilation &te. split in
airflow for the recommended breathing patterns by ICRP (1994) is shown in
Figure 10-28.Table 10-10 provides the same information on the percentages of
total ventilatory airflow passing through the nose versus mouth at reference
levels of physical exertion for a normal augmenter and a mouth breather adult
male. These are the same levels of exercise and values for fraction of nasal
ventilatory airflow used to construct the activity patterns in Section 10.7.
the absence of specific data, it must be assumed that a similar breathing pattern
applies to young healthy subjects at equivalent levels of exewsigeolar
deposition at different ventilation rates can be estimated from Figure 10-28 or
Table 10-10.For example, a mouth breather doing light exercge<(1.5 ni/h)
has about 40% ventilatory air-flow passing through the nasal réate.
particle size of zm d,, Figure 10-28 gives, respectively, 0.24 and 0.36 A
deposition for mouth and nose breathifighus, the resultant A deposition at
this ventilation rate is 0.4 x 0.36 + 0.6 x 0.24 = 0.288.

10.5.1.5 Nonuniform Distribution of Deposition and Local Deposition Hot Spots
The deposition data in different regions of the respiratory tract do not
provide information on deposition nonuniformity in each region and local

deposition intensity at a specific sitBuch information may be of great
importance from a toxicology perspective.
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Figure 10-28. Percentage of total ventilatory airflow passing through the nasal
route in human "normal augmenter” (solid curve) and in habitual
"mouth breather" (broken curve).

Source: International Commission on Radiological Protection (ICRP66, 1994).

TABLE 10-10. FRACTION OF VENTILATORY AIRFLOW PASSING
THROUGH THE NOSE IN HUMAN "NORMAL AUGMENTER" AND
"MOUTH BREATHER" *?

F
Level of Excertion Nasal Augmenter Mouth Breather
Sleep 1.0 0.7
Rest 1.0 0.7
Light exercise 1.0 0.4
Heavy exercise 0.5 0.3

4ICRP66, 1994) as derived from Millet al. (1988).
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Because airway structure and its associated air flow patterns are exceedingly
complex (Chang and Menon, 1993), and ventilation distribution of air in