Influence of the choice of gas-phase mechanism on predictions of key gaseous pollutants during the AQMEII phase-2 intercomparison
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Abstract

The formulations of tropospheric gas-phase chemistry (“mechanisms”)
used in the regional-scale chemistry-transport models participating in the Air Quality Modelling Evaluation International Initiative (AQMEII) Phase 2 are intercompared by the means of box model studies. Simulations were conducted under idealized meteorological conditions, and the results are representative of mean boundary layer concentrations. Three sets of meteorological conditions - winter, spring/autumn and summer - were used to capture the annual variability, similar to the 3-D model simulations in AQMEII Phase 2. We also employed the same emissions input data used in the 3-D model intercomparison, and sample from these datasets employing different strategies to evaluate mechanism performance under a realistic range of pollution conditions.

Box model simulations using the different mechanisms are conducted with tight constraints on all relevant processes and boundary conditions (photolysis, temperature, entrainment, etc.) to ensure that differences in predicted concentrations of pollutants can be attributed to differences in the formulation of gas-phase chemistry. The results are then compared with each other (but not to measurements), leading to an understanding of mechanism-specific biases compared to the multi-model mean. Our results allow us to quantify the uncertainty in predictions of a given compound in the 3-D simulations introduced by the choice of gas-phase mechanisms, to determine mechanism-specific biases under certain pollution conditions, and to identify (or rule out) the gas-phase mechanism as the cause of an observed discrepancy in 3-D model predictions.

We find that the predictions of the median diurnal cycle of $O_3$ over a set of emission conditions representing a network of station observations is within
4 ppbv (5%) across the different mechanisms. This variability is found to be very similar on both continents. There are considerably larger differences in predicted concentrations of NO$_x$ (up to +/- 25%), key radicals like OH (40%), HO$_2$ (25%) and especially NO$_3$ (>100%). Secondary substances like H$_2$O$_2$ (25%) or HNO$_3$ (10%), as well as key volatile organic compounds like isoprene (>100%) or CH$_2$O (20%) differ substantially as well. Calculation of an indicator of the chemical regime leads to up to 20% of simulations being classified differently by different mechanism, which would lead to different predictions of the most efficient emission reduction strategies.

All these differences are despite identical meteorological boundary conditions, photolysis rates, as well as identical biogenic and inorganic anthropogenic emissions. Anthropogenic VOC emissions only vary in the way they are translated in mechanism-specific compounds, but are identical in the total emitted carbon mass and its spatial distribution.

Our findings highlight that the choice of gas-phase mechanism is crucial in simulations for regulatory purposes, emission scenarios, as well as process studies that investigate other components like secondary formed aerosol components. We find that biogenic VOCs create considerable variability in mechanism predictions and suggest that these, together with nighttime chemistry should be areas of further mechanism improvement.
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1. Introduction

The large number of unconstrained degrees of freedom in state-of-the-art regional chemistry-transport-models (CTMs) severely hinders knowledge gain through the evaluation of the result from 3-D simulations. Differences in the processes included and the way they are parameterized, unknown initial and boundary conditions for trace gas concentrations and aerosol properties, as well as unconstrained feedbacks among meteorology, aerosols and trace gases offer a range of explanations for an observed discrepancy between model results and measurements, and picking the most plausible one is often at the discretion of the observer. One way to overcome this problem is to disassemble the modeling system and compare core components (such as the set of gas-phase chemical reactions) in a tightly constrained setting, so as to characterize one model’s component via comparison with that of its peers - eliminating all other sources of differences between models. This “diagnostic evaluation” (e.g., Zhang et al., 2006; Dennis et al., 2010) aims at understanding the reasons for differences between model performance.

In this work we evaluate the contribution of the choice of a gas-phase mechanism to predictions of key pollutants during the Air Quality Modelling Evaluation International Initiative Phase 2 (AQMEII, Alapaty et al., 2012). Most of the formulations of photochemistry used in current regional CTMs have been evaluated against chamber data upon inception (e.g., Stockwell et al., 1990; Yarwood et al., 2005; Carter, 2010) and a large body of literature exists comparing these gas-phase mechanisms (e.g., Kuhn et al., 1998; Gross and Stockwell, 2003; Luecken et al., 2008; Kim et al., 2011; Zhang et al., 2012). The regional CTMs participating in AQMEII Phase 2 and the
respective gas-phase mechanism implementations were used and evaluated in previous projects (e.g., Grell et al., 2005; Wyat Appel et al., 2007; Knote et al., 2011). This does not provide an understanding, though, of the exact performance of a certain gas-phase mechanism compared to its peers within the AQMEII phase 2 intercomparison. Mechanisms were developed further since their last peer-reviewed intercomparison, the very set of mechanisms used in AQMEII Phase 2 has never been compared directly, and most previous mechanism intercomparisons were conducted under idealized emission conditions, or were set up to mimic chamber experiments.

In the work presented here we extracted the gas-phase chemical mechanisms used in AQMEII Phase 2 and intercompared their performance under tight constraints for environmental parameters, photolysis rates, removal processes and emissions. Box model simulations were made that represent mean boundary layer concentrations, and different sets of conditions (photolysis rates, temperature, diurnal evolution of the boundary layer height) were used to describe different seasons. We show differences in predictions of key pollutants like $O_3$ or $NO_x$ and relate them to the pollution situation ($NO_x$, VOC levels) as well as the spatial distribution over the model domain. By conducting box model simulations using emissions at the same locations of observations used also in the analysis of the 3-D simulations we can attribute findings from the 3-D evaluation to the gas-phase mechanism or determine possible masking of mechanism performance by other processes. We identify reasons for discrepancies among the mechanisms due to the mechanism formulation and provide suggestions for mechanism improvement.
2. Box modeling

A total of 7 mechanisms, variants or updated versions of the Carbon Bond Mechanism (CBM, Whitten et al., 1980), the chemical mechanism of the Regional Acid Deposition Model (RADM, Stockwell, 1986) and the MOZART mechanism (Brasseur et al., 1998), were used in the intercomparison (Table 1). All have been developed for the description of tropospheric gas-phase chemistry with a focus on the description of key pollutants like O$_3$. All contain an explicit description of inorganic chemistry of NO$_x$ (NO and NO$_2$) and a more or less condensed representation of the chemistry of reactive volatile organic compounds (VOCs) required for a realistic representation of radical cycling (especially OH, HO$_2$). Halogen chemistry is not considered in our simulations even in the mechanisms that contain such reactions. Any heterogeneous reactions (e.g. on aerosol surfaces) are switched off as well.

A number of errors were found in the implementation of some of the mechanisms during our analysis (see section S4 of the Supplementary Material) and were reported back to the respective groups.

All mechanisms were provided by the participants in the form of Kinetic PreProcessor (KPP) models (Sandu and Sander, 2006), text descriptions of reactions and rate constants which are then converted by KPP into a set of Fortran 90 routines that allow for numerical integration of the system over time. The KPP descriptions of all mechanisms investigated can be found in the Supplementary Material for reference. The Rosenbrock method with adaptive time stepping available in KPP (Sandu and Sander, 2006) is used for the numerical integration over time for all mechanisms. The mechanisms that have been implemented in WRF-Chem using KPP employ the same
Table 1: List of gas-phase chemical mechanisms, groups, and modeling systems participating in the AQMEII intercomparison. “Group(s)” here refers to the participant(s) in the AQMEII phase 2 intercomparison using that mechanism. In case of multiple participants, in bold the group that provided us with the mechanism and the emissions they used.

<table>
<thead>
<tr>
<th>mechanism</th>
<th>group(s)</th>
<th>3-D model</th>
</tr>
</thead>
<tbody>
<tr>
<td>RADM2 (Stockwell et al., 1990)</td>
<td><strong>U. Murcia;</strong> Karlsruhe Institute of Technology (KIT/IMK-IFU); Zentralanstalt für Meteorologie und Geodynamik (ZAMG); University of Ljubljana, SPACE-SI</td>
<td>WRF-Chem</td>
</tr>
<tr>
<td>RADMKA (Vogel et al., 2009)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Eidgenössische Materialprüfungsanstalt (EMPA)</td>
<td>COSMO-ART</td>
</tr>
<tr>
<td>RACM-ESRL (Stockwell et al., 1997)&lt;sup&gt;b&lt;/sup&gt;</td>
<td><strong>U. L'Aquila</strong></td>
<td>WRF-Chem</td>
</tr>
<tr>
<td>CB05C1x (Yarwood et al., 2005; Sarwar and Yarwood, 2006; Karamchandani et al., 2012)</td>
<td>North Carolina State University (NCSU)</td>
<td>WRF-Chem</td>
</tr>
<tr>
<td>CB05-TUCL (Yarwood et al., 2005; Whitten et al., 2010)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>U.S. Environmental Protection Agency (EPA)</td>
<td>WRF-CMAQ</td>
</tr>
<tr>
<td>CBMZ (Zaveri and Peters, 1999)</td>
<td><strong>U. Politécnica de Madrid</strong></td>
<td>WRF-Chem</td>
</tr>
<tr>
<td>MOZART-4 (Emmons et al., 2010; Knote et al., 2013)</td>
<td>National Center for Atmospheric Research (NCAR)</td>
<td>WRF-Chem</td>
</tr>
</tbody>
</table>

<sup>a</sup> extended version of RADM2 with updated reaction rates, more detailed heterogeneous reactions of N₂O₅ and HONO, a more detailed isoprene scheme (Geiger et al., 2003), and additional hydrocarbons.

<sup>b</sup> extended version of RACM with a more detailed isoprene scheme (Geiger et al., 2003) and further updates by NOAA Earth System Research Laboratory.

<sup>c</sup> http://www.airqualitymodeling.org/cmaqwiki/index.php?title=CMAQv5.0_Chemistry_Notes
integration method. Participants that used WRF-Chem with the RADM2 mechanism in the 3-D model intercomparison, however, employed a different solver (quasi steady state approximation). For the sake of consistency we here also use the Rosenbrock solver for RADM2. All box model simulations were carried out on the Yellowstone computing system at the National Center for Atmospheric Research (Computational and Information Systems Laboratory, Boulder, CO: National Center for Atmospheric Research, 2012), and the R-project software (http://www.r-project.org, last accessed 09/13/2014) was used for postprocessing.

The “box” is assumed to be stationary horizontally (not changing location over time), have a constant horizontal area and extend vertically from the surface up to the top of the (time-varying) boundary layer. It thereby forms a time-varying mixing volume in which realistic emission amounts as used in the 3-D simulations can be injected. We further represent an idealized diurnal cycle through entrainment during boundary layer rise in the morning and decoupling of a residual layer at nightfall. The box is considered to be always and instantaneously well-mixed. Resulting concentrations hence represent the mean boundary layer value. Each simulation starts at midnight (local time) and is run for 7 days (168 hours).

2.1. Initial conditions

Initial conditions for inorganic species are shown in Table 2. To reflect clean and polluted conditions the values for NO\textsubscript{x} scale with the emission situation (the higher the NO\textsubscript{x} emission, the higher the initial conditions of NO\textsubscript{x}). The fraction NO/NO\textsubscript{x} is set at 10\% for the initial conditions. All species not explicitly mentioned in Table 2 are set to 0. This is reasoned by
Table 2: Values for initial conditions used in box model simulations. Values for NO and NO\textsubscript{2} vary depending on emission situation. These values are also used for top entrainment (see text).

<table>
<thead>
<tr>
<th>species</th>
<th>concentration (ppbv)</th>
</tr>
</thead>
<tbody>
<tr>
<td>H\textsubscript{2}O</td>
<td>1E+07</td>
</tr>
<tr>
<td>CH\textsubscript{4}</td>
<td>1750</td>
</tr>
<tr>
<td>CO</td>
<td>120</td>
</tr>
<tr>
<td>O\textsubscript{3}</td>
<td>30</td>
</tr>
<tr>
<td>NO</td>
<td>0 - 1</td>
</tr>
<tr>
<td>NO\textsubscript{2}</td>
<td>0 - 10</td>
</tr>
<tr>
<td>SO\textsubscript{2}</td>
<td>1</td>
</tr>
<tr>
<td>N\textsubscript{2}O</td>
<td>320</td>
</tr>
<tr>
<td>all others</td>
<td>0</td>
</tr>
</tbody>
</table>

the fact that the remaining species are VOCs, whose representation differs between the mechanisms. While we acknowledge that this will create a bias for longer-lived VOCs, providing (arbitrary) boundary conditions for these species would likewise create a bias.

2.2. Temperature and planetary boundary layer height

To represent the different meteorological conditions that occur over the course of a full year (which is the time-frame of the 3-D intercomparison) we conducted box model simulations with three different sets of temperature, boundary layer height and photolysis rates (see next section), depicted in Figure 1:

- ‘winter’: a shallow boundary layer, temperatures around freezing, and
Figure 1: Diurnal variation of temperature (blue), height of the boundary layer (red) and photolysis rates of NO$_2$ for the three conditions investigated. ’Summer’ (solid), ’spring/autumn’ (dashed), and ’winter’ (dotted lines).

- ’spring/autumn’: warmer temperatures, a stronger diurnal cycle in PBLH, and stronger insolation.
- ’summer’: conditions of a clear-sky summer day, large diurnal cycle of the PBLH and warm temperatures.

Temperature ranges between 288.15 and 303.15 K (’summer’) / 278.15 and 293.15 K (’spring/autumn’) / 268.15 and 278.15 K (’winter’), following the solar zenith angle calculated by the photolysis module (see next paragraph) with a time lag of 1 hour. The only effect of changing temperatures considered is the change in temperature-dependent reaction rates. The diurnal cycle of the height of the planetary boundary layer is modeled after boundary layer textbook knowledge (Stull, 1988). The PBLH ranges from 250 to 1500 m (’summer’) / 100 to 750 m (’spring/autumn’) / 50 to 500
m (‘winter’), and follows the solar zenith angle to describe the morning rise (without time lag). During this rise, the additional volume engulfed by the box is considered to be entrained air from above, which contains the same concentrations as used for initial conditions (Table 2) - hence long-lived (inorganic) species are entrained with realistic concentrations, while short-lived VOCs are diluted against zero air. In the evening the PBLH stays at the maximum height until sunset, and then drops to the mimium height within an hour. This boundary layer collapse does not change concentrations, but affects the mixing volume available for new emissions and increases the effect of dry deposition (see 2.4). It hence represents a decoupling of the surface from the air above (the residual layer). Diurnal cycles are repeated for the duration of the simulation.

2.3. Photolysis rates

Photolysis rates are calculated by a stand-alone simulation of radiative transfer using the Tropospheric Ultraviolet and Visible (TUV) radiation model (Madronich and Flocke, 1997) in version 5.1. Hourly photolysis rates are calculated for sea-level, no-aerosol conditions at 40° N on 14th July / 14th April / 14th January 2010 (‘summer’, ‘spring/autumn’, ‘winter’), a cloud optical depth of 0 / 5 / 10, and an overhead O₃ column of 325 Dobson units using the U.S. Standard Atmosphere 1976. For lumped / surrogate VOCs the photolysis rates are usually approximated in the mechanisms as (a fraction of) the photolysis rates of (similar) explicit compounds, hence we provide the same information from the TUV standalone simulation. For rates of explicit compounds not included in TUV we obtained cross-sections and quantum yields from the groups and added those rate calculations to
2.4. Removals

Removal is considered indirectly through the diurnal cycle of the boundary layer (entrainment, cutoff of the residual layer), and additionally as time-invariant dry deposition first order loss process for the species listed in Table 3 in the form of

\[
\frac{\partial C_k}{\partial t} = -v_{\text{dep},k} \cdot C_k / PBLH
\]

with \(C_k\) the concentration of a given species \(k\) in molecules m\(^{-3}\), \(t\) the time in seconds, \(v_{\text{dep},k}\) the deposition velocity in m s\(^{-1}\), and PBLH the height of the planetary boundary layer in m.

2.5. Emissions

We test the mechanisms under a realistic range of emission conditions. Therefore, we employ the exact emission input (2-D time-varying fields of emission fluxes) used in the 3-D model intercomparison, and then sample from these datasets using different strategies. It is our intention to drive all mechanisms with identical emissions to ensure differences found in simulation results can be attributed to the gas-phase mechanism only. This consistency is easily achieved for all types of emissions but anthropogenic VOC emissions, which are mechanism-specific, as different approaches are taken to lump VOCs into groups / surrogates. The following paragraph outlines our approach.

Anthropogenic emissions for AQMEII Phase 2 were provided by U.S. Environmental Protection Agency (EPA) (for North America) and the Nether-
Table 3: Dry deposition velocities considered (Hauglustaine et al., 1994; Zhang et al., 2003).

<table>
<thead>
<tr>
<th>species</th>
<th>deposition velocity (cm s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO</td>
<td>0.03</td>
</tr>
<tr>
<td>SO$_2$</td>
<td>1.8</td>
</tr>
<tr>
<td>NO</td>
<td>0.016</td>
</tr>
<tr>
<td>NO$_2$</td>
<td>0.1</td>
</tr>
<tr>
<td>NO$_3$</td>
<td>0.1</td>
</tr>
<tr>
<td>N$_2$O$_5$</td>
<td>4</td>
</tr>
<tr>
<td>HONO</td>
<td>2.2</td>
</tr>
<tr>
<td>HNO$_3$</td>
<td>4</td>
</tr>
<tr>
<td>HNO$_4$</td>
<td>4</td>
</tr>
<tr>
<td>O$_3$</td>
<td>0.4</td>
</tr>
<tr>
<td>H$_2$O$_2$</td>
<td>0.5</td>
</tr>
<tr>
<td>CH$_3$OOH</td>
<td>0.1</td>
</tr>
</tbody>
</table>
lands Organisation for Applied Scientific Research (TNO) (for Europe) and are described in detail in Pouliot et al. (this issue). Emission totals, their hourly evolution over time and their spatial distribution (horizontal resolution of 12 x 12 km (U.S.) / 0.125 x 0.0625 degrees (Europe)) were hence identical for all groups. Participating groups were allowed to choose their horizontal coordinate system and grid resolution, and were responsible for regridding the emissions provided onto their grid. Each group also had to convert emissions of non-methane volatile organic compounds (NMVOCs) to the (surrogate or lumped) species available in their respective mechanism.

In the 3-D model intercomparison, biogenic emissions were calculated independently by each group (and on their own grid and resolution) according to schemes that depend on land-use characterization and meteorology like the Model of Emissions of Gases and Aerosols from Nature (MEGAN, Guenther et al., 2006, http://lar.wsu.edu/megan/, last accessed 18/08/2014) or the Biogenic Emission Inventory System (BEIS, http://www.epa.gov/ttnchie1/emch/biogenic/, last accessed 18/08/2014).

We asked participating groups to provide us with files describing hourly emissions in their respective native model resolution and lumping of anthropogenic VOCs for the 14th of July 2010. The date was randomly picked and only ensures that we receive comparable emissions from the different groups. Using files in their native format ensured that we receive the exact input to their modeling system, including all changes made through interpolation and lumping.

To achieve consistency for explicit (inorganic) compounds, a base model is chosen for each continent to provide emissions of inorganic compounds
(CO, SO$_2$, NO, NO$_2$, HONO, NH$_3$), methane, and biogenic VOCs (isoprene, $\alpha$-/$\beta$-pinene, or total monoterpenes defined as the sum of $\alpha$- and $\beta$-pinene).

The base model for North America was chosen to be the group from NCAR (MOZART-4; WRF-Chem), whereas U. L’Aquila (RACM; WRF-Chem) was chosen for Europe.

Anthropogenic VOC emissions were used from the emission files provided by each group. Each mechanism requires a different grouping of VOCs, and hence we could not use one set of emission files for all mechanisms. Different approaches were taken by the groups to get anthropogenic VOC emissions speciated for their mechanism, ranging from involved emissions modeling including source- and region-specific activity and composition data (e.g., using the Sparse Matrix Operation Kernel Emissions, SMOKE, University of North Carolina, 2003) and subsequent lumping onto a certain mechanism, to the use (and re-speciation) of emissions data already gridded onto a certain model grid and lumped onto a specific mechanism. Nonetheless, they are all based on the same total amount of NMVOC emissions provided by U.S. EPA / TNO. Figures S20 and S21 in the Supplementary Material show that there are no major differences in the amount of anthropogenic VOCs emitted by the different mechanisms.

Vertical distribution of emissions was ignored, all area emissions and anthropogenic point sources are summed up vertically. Emissions from wildfires were not considered. For each simulation specific locations were picked from the native resolution files - interpolating or averaging depending on the type of analysis: for the comparison using the emission situation at station locations (see next section), emission amounts are the result of distance-weighted
interpolation of the closest 4 model grid points. Differences in spatial resolution of the interpolated emissions between groups are not removed. For comparisons where we intended to remove the effect of grid resolution (i.e. the “raster” approach), averaged emissions from all grid points falling into a 1 x 1 degree box are used.

Anthropogenic emissions are identical for the simulations under different environment conditions (‘winter’, ‘spring/autumn’, ’summer’), whereas biogenic emissions are scaled from the original MEGAN input (scaling factors. ‘winter’: 0.01, ’spring/autumn’: 0.1, ’summer’: 1.0).

As guidance we provide time-averaged emission maps for NO\textsubscript{x}, total anthropogenic and biogenic VOCs in Figure 2. We present diurnal cycles of emissions for all mechanisms for select locations in section S5 of the Supplementary Material.

3. Intercomparison

The following section presents an intercomparison of the different mechanisms within the context of AQMEII Phase 2. In each subsection we analyze metrics (regulatory figures, averaged diurnal cycles, indices) of select pollutants simulated by the different mechanisms under a range of emission situations by sampling emissions in the AQMEII domains with different strategies.

We conducted simulations under different environmental conditions to evaluate the range of conditions in all seasons.

For each sampling point we made 7-day long (168 hours) box model simulations with diurnally varying temperature, PBL height and emissions as explained above. In our analysis, differences between the mechanisms are
Figure 2: 1 x 1° averaged hourly emissions on 14 July of NO\textsubscript{x} (NO + NO\textsubscript{2}, top plot), anthropogenic VOCs (sum of emissions in MOZART-4 for North America, RACM in Europe, in mole C, middle plot) and biogenic VOCs (sum of isoprene, α-, β-pinene from MEGAN simulation in mole C, bottom plot).
analyzed with the multi-mechanism mean as reference. The first 24 hours
of each run are ignored as they represent a spin-up period, and all statistics
made are based on days 2 to 7 (hours 25 to 168).

We first evaluate differences in the spatial pattern of O$_3$ concentrations
between the mechanisms over a comparable range of emission conditions, re-
moving differences in horizontal resolution by averaging the emissions input
to a common grid. Secondly, we highlight differences in the diurnal evolu-
tion of pollutants by calculating statistics over box model results using the
emissions conditions at the locations of a station network that has been used
in the 3-D model evaluation of Im et al. (this issue). Thirdly we look at
predicted O$_3$ as a function of NO$_x$ and VOC concentrations. Then we inves-
tigate indicators that predict NO$_x$/VOC limited regimes to understand how
mechanisms would react to changes in emissions. Finally, we briefly review
important (inorganic) rate constants determining O$_3$ and OH formation and
loss.

The reader is reminded that no comparison with observations is made
in our analysis, and any under-/overestimations and biases presented here
are always versus the multi-model mean. It should also be noted that the
correction of errors found in the mechanism implementations of MOZART-4
and CB05Clx did have (considerable) influence on the results. For the sake of
consistency with the 3-D model intercomparison, simulations were done with
the uncorrected mechanisms. Figures showing results using the corrected
mechanisms can be found in section S4 of the Supplementary Material.
3.1. Spatial differences in maximum 8-hour average \( \text{O}_3 \)

We first sample all land points within the common model domain (intersection of all models) in \( 1^\circ \) steps, using emissions averaged over an area of 0.5 x 0.5\(^\circ \) to remove effects of different resolution / projections. Running the box model with each mechanism for each grid point (see e.g. Figure 3, top left panel) provides us with concentration time series for all species in all mechanisms at all sampling locations. Note that these results are not directly comparable with full 3-D simulations as transport and variability in meteorological conditions are not considered in this analysis. Our results do however provide insight into the different chemical regimes that exist across the two continents due to varying emissions. Finally, we conducted these simulations using three different sets of temperature, PBLH and photolysis rates, and are hence able to sample the annual evolution of meteorology of the original 3-D simulations.

For Figures 3 and 4 we calculated the maximum 8-hour averaged \( \text{O}_3 \) concentrations over the days 2 to 7, a quantity that closely resembles the metrics used in air quality standards in North America and Europe. We show the multi-mechanism average in the top left plot, and the biases from this average for each mechanism in the other plots. The reader can therefrom infer at which locations the highest maximum 8-hour average \( \text{O}_3 \) is predicted, and also what the variability in this quantity will be depending on the choice of gas-phase mechanism. Figures 3 and 4 show the results for 'summer' conditions, the corresponding figures for 'spring/autumn' and 'winter' conditions, as well as the results using the error-corrected mechanisms (for North America) can be found in sections S1 and S4 in the Supplementary Material.
respectively.

In North America under 'summer' conditions we find that, as expected, the eastern, and especially north eastern United States exhibit the highest levels of maximum 8-hour average O$_3$ due to the strong anthropogenic emissions (Figure 2). Also, the Gulf coast and major parts of Texas show high maximum 8-hour average O$_3$. When analyzing mechanism-specific deviations from the mean we find that RADM2 gives consistently higher levels (up to +8 ppbv) of maximum 8-hour average O$_3$ than the other mechanisms, especially over the Southeastern US. It is very instructive to consult Figure 2, as there is a clear spatial correlation between the areas of highest biogenic emissions and the magnitude of the bias in RADM2 maximum 8-hour average O$_3$. MOZART-4 predicts levels of maximum 8-hour average O$_3$ that are slightly higher (+ 1 ppbv) than the multi-mechanism mean in the southeast and along the Atlantic coast, but considerably lower (up to -8 ppbv) around the Great Lakes area and the Midwest. We can show (Figure S19) that the low bias of MOZART-4 over the Midwest / Great lakes area is almost exclusively due to an error found in the reaction rate constant of NH$_3$ + OH. Both CB05 mechanisms exhibit a slightly lower-than-average maximum 8-hour average O$_3$ in general, with the strongest low bias in the region of highest biogenic VOC emissions (approximately over the states of Missouri, Arkansas and Louisiana). The CBMZ results are closest to the multi-model mean.

Under 'spring' conditions, the low bias in MOZART-4 maximum 8-hour average O$_3$ is most pronounced (Figure S2, up to -9 ppbv). The observations under 'summer' conditions that RADM2 gives higher concentrations (up to
+9 ppbv) and that the Carbon Bond mechanisms are closer to the multi-model mean still holds. Again the mistake found in the MOZART-4 implementation was responsible for this underestimation. In the simulation using the corrected version of MOZART-4 (Figure S18) we now find much smaller overall deviations from the multi-model mean for all mechanisms (maximum of +/- 5 ppbv), and different spatial patterns: large differences in maximum 8-hour average O$_3$ only appear at grid points where urban areas are included in the averaged emissions, with RADM2 responding almost universally with higher maximum 8-hour average O$_3$ than the remaining mechanisms, CBMZ again at the center of the distribution, and both CB05 mechanisms tend to predict lower maximum 8-hour average O$_3$. MOZART-4 (corrected) predicts lower than average maximum 8-hour average O$_3$ (up to -5 ppbv) over the Great Lakes area and grid points with urban influence, but slightly higher maximum 8-hour average O$_3$ over the more rural grid points of the Southeast. Results from the simulations using 'winter' conditions are very similar to the 'spring' conditions one over North America.

Looking at the results of the simulations under 'summer' conditions in Europe (Figure 4) we find the expected patterns of multi-model mean maximum 8-hour average O$_3$, with highest concentrations over the polluted regions of northern Italy (Po valley), northern Switzerland, western Germany and Belgium, Netherlands, Luxembourg. The CBMZ mechanism is closest to the multi-model mean. RACM and RADM2 tend to predict higher-than-multi-model-mean concentrations of maximum 8-hour average O$_3$, with the strongest deviations from the mean at grid points with strong influence from urban centers (Paris, Berlin, Madrid, Milan, etc.). RADMKA results are
universally at the lower end of the mechanisms, with underestimations up to -10 ppbv over most of Central and Southern Europe. Only over the west of France and in parts of Eastern Europe is RADMKA close to the multi-model mean. It has become apparent in our work that RADMKA exhibits a low bias in $O_3$ compared to the other mechanisms under 'summer' conditions, but we could not identify the exact cause of this finding. The negative bias of RADMKA versus the multi-model mean we find is consistent with the negative overall bias when comparing the results of the 3-D model simulations against station data as it is reported by Im et al. (this issue). A correlation is apparent between areas of lower biogenic VOC emissions (Figure 2) and the magnitude of the underestimation of maximum 8-hour average $O_3$, suggesting that the reason for the differences is to be found in the part of RADMKA describing the oxidation of biogenic precursors.

We do not observe the same low bias of RADMKA against the multi-mechanism mean in the simulations under 'spring/autumn' and 'winter' conditions (Figures S3 and S4), possibly due to the lower biogenic emissions. Under 'spring' conditions, RADM2 and RACM predict the highest maximum 8-hour average $O_3$, up to 8 ppbv higher than the multi-model mean at grid points with urban-influenced emission conditions. CBMZ is closest to the multi-model mean, with a tendency to predict lower-than-mean maximum 8-hour average $O_3$ under polluted conditions (Berlin, western Germany, Po Valley, etc.). RADMKA results now indicate both higher- and lower-than-mean maximum 8-hour average $O_3$, with highest negative biases versus the multi-model mean over Italy, southeastern Europe and the British Isles, but higher-than-mean concentrations over northern Germany and parts of France.
Results look similar under 'winter' conditions (Figure S3). Simulations including the corrected RACM mechanism showed no observable effect on the results in any season.

3.2. Diurnal patterns of select compounds

In contrast to the previous section where we conducted box model simulations using average emissions at regular intervals, we will now sample the emission datasets at the locations of a given station network. Im et al. (this issue) evaluated 3-D model performance during AQMEII Phase 2 through comparison against surface observations. They obtained a statistically valid comparison through selecting only stations with high data availability and spatial representativeness (only background sites), but their selection was not intended to get a set of comparisons that are equally distributed across the range of NO$_x$ and VOC concentrations. Hence, a mechanism with a bias within this NO$_x$-VOC plane might have its bias exacerbated or decreased based on station selection. To understand mechanism performance for a comparison against exactly this particular range of conditions, we conducted box model simulations using emission conditions at the locations of these observations (511 in Europe, 219 in North America; see Figure S22 in the Supplementary Material for a map of station locations).

We first calculate the average diurnal cycle over days 2 to 7 for compounds of interest from a simulation using the emission situation at a station location. Doing so for all station locations in the network we derive the hourly 25%, 50% (i.e., the median) and 75% values, which we present in Figures 5 and 6 for the simulations under 'summer' conditions. The corresponding figures for the 'spring/autumn' and 'winter' conditions, as well as the ones showing the
Figure 3: Top left: sampling locations for the raster approach, color-coded by O₃ concentration but not scaled. Remaining panels: color coding shows biases of the different mechanisms relative to the multi-model mean O₃ concentrations, symbol size scales with O₃ concentration. All values represent averages over the hours 0 to 72.
Figure 4: Same as Figure 3, but for the European domain and participating models.
relative and absolute deviations of the 50% value from the multi-mechanism mean 50% value can be found in the Supplementary Material (sections S2 and S3).

Looking at the results over North America under 'summer' conditions, we find that the mechanisms agree on the diurnal evolution of the median concentrations of O$_3$ within 4 ppbv (5%) (Figures 5, S11), with RADM2 predicting up to 3 ppbv more O$_3$ than the multi-mechanism average. The remaining mechanisms (MOZART-4, CB05Clx, CB05-TU and CBMZ) are within 1 ppbv. Im et al. (this issue) highlighted differences in predicted O$_3$ between the simulations of U.S. EPA (tagged as 'US6' in Im et al. (this issue)) and North Carolina State University ('US8'). Both groups use a similar CB05 mechanisms but differ in the way photolysis is approximated for certain VOCs. We find that these differences did not result in differences in predictions of O$_3$ (or other compounds investigated), concluding that we can rule out the gas-phase mechanism as the responsible process for the differences found between those two mechanisms by Im et al. (this issue).

The mechanisms under investigation achieve these very similar concentrations of O$_3$ even though their levels of NO$_x$ deviate from the multi-mechanism mean up to 25%, and daytime levels of key radicals OH and HO$_2$ by up to 40% / 20% respectively. We find a distinctly different diurnal evolution of OH radicals in the MOZART-4 mechanism which we can again attribute to the erroneous rate constant for NH$_3$ + OH (Figure S15). Key nighttime species like NO$_3$ and N$_2$O$_5$ exhibit a similar evolution over time across mechanisms, but vary greatly (several tens of pptv, -75 to above +100%) in the absolute concentrations. In our simulations we did not consider a heterogeneous reac-
tion of N$_2$O$_5$ on (aerosol) surfaces as a possible sink for the NO$_3$ radical which would introduce additional uncertainty due to model differences in aerosol surface area density.

Isoprene (C$_5$H$_8$), a major precursor of secondary organic aerosol formation, and compound of major interest in current research due to its potential influence on radical concentrations, varies +/- 40 pptv (−90 to more than +100%). This is despite identical biogenic emissions.

Formaldehyde (CH$_2$O), a major oxidation product of anthropogenic and biogenic VOCs and often used to evaluate modeling results against station measurements as well as satellite observations, has again a very similar diurnal evolution, but concentrations vary by +/- 20%. H$_2$O$_2$ and HNO$_3$ are important endpoints for OH and HO$_2$ radicals in the atmosphere, and hence are an indicator for the amount of radical cycling. We find that the amount of H$_2$O$_2$ formed varies by +/- 25% between the mechanism. HNO$_3$ concentrations vary less during daytime (+/- 10% during the day, with RADM2 up to 50% more than the multi-mechanism mean), but considerably at night (-75 to above +100%). Finally we find that peroxyacetyl nitrates (PAN), an important reservoir species for NO$_2$ and hence responsible for remote O$_3$ production, differs by up to +/- 50% (+/- 0.1 ppbv) between mechanisms, with CBMZ and MOZART-4 producing less, and the CB05 mechanisms and RADM2 more.

Examining the simulations under 'spring/autumn' conditions (Figures S6, S10), we find a pronounced overestimation of NO$_x$, underestimation of O$_3$, and strong suppression of radicals OH and HO$_2$ as well as differences in secondary pollutants by the MOZART-4 mechanism. Again we can trace
this error back to the erroneous rate constant of \( \text{NH}_3 + \text{OH} \), and we can show
that fixing this mistake will lead to results comparable to that of the other
mechanisms (Figure S15). In the simulations under ‘winter’ conditions we
find very similar patterns in terms of deviation from the multi-model mean
compared to the simulations under ‘spring/autumn’ conditions.

We also evaluated the set of mechanisms that have been employed over the
European domain. When analyzing the results under ‘summer’ conditions
(Figures 6, S14) we find that mechanisms agree within 10 ppbv (3 ppbv with-
out RADMKA) on the diurnal evolution of median \( O_3 \). Overall the diurnal
evolution of species investigated as well as the variability across mechanisms
is very similar to the results over North America. Two species exhibit consid-
erably different diurnal cycles, though: firstly, HONO shows a much stronger
build-up during nighttime for the mechanisms employed over North America
than over Europe. We attribute this to different direct emissions of HONO.
And secondly, the diurnal evolution of isoprene concentrations predicted over
North America shows a much stronger secondary peak at nightfall (once the
boundary layer collapses) than the mechanisms evaluated over the European
domain. We attribute this to stronger emissions of isoprene over the North
American domain (Figure 2).

For the mechanisms that we evaluated over Europe it becomes evident
that under ‘summer’ conditions RADMKA is the mechanism that stands
apart. While RADM2, RACM and CBMZ agree on the diurnal evolution
of median \( O_3 \) within 3 ppbv (Figure S14), RADMKA predicts up to 6 ppbv
less \( O_3 \), especially during afternoon and evening hours. This is accompanied
by distinctly lower concentrations of \( \text{NO}_x \) during afternoon and evening (-
0.15 ppbv, -25%), lower OH (-100 ppqv, -25%) and HNO$_3$ (-0.2 ppbv, -25%). Striking are also concentrations of PAN that are 3-4 times higher in RADMKA than the prediction of the next-highest mechanism.

The biases found in RADMKA predictions compared to its peers begin to disappear when looking at the results under 'spring/autumn' and 'winter' conditions (Figures S7, S8). Mechanisms agree on the diurnal evolution of median O$_3$ within 3 ppbv (Figures S12, S13) and the differences in NO$_x$ are reduced to +/- 10 % (+/- 0.1 ppbv). Differences in nighttime species NO$_3$ and N$_2$O$_5$, formaldehyde, isoprene and PAN are reduced as well. Differences in HNO$_3$ and H$_2$O$_2$ remain similar to 'summer' conditions, still indicating comparable differences in radical cycling numbers. Results from the simulation under 'winter' conditions are similar to the 'spring/summer' results.

3.3. Response to varying NO$_x$/VOC conditions

In the following we look at the dependence of O$_3$ on NO$_x$ and VOC levels using the same set of simulations at the locations of stations employed in the last section. Figures 7 and 8 show O$_3$ concentrations plotted as a function of NO$_x$ and VOCs. We present each point color-coded by the averaged afternoon (12-18 LT, days 2 to 7) concentration of O$_3$ at one of the sampling points, located at the respective afternoon-averaged concentrations of NO$_x$ and total VOCs. Also plotted are the relative biases towards the multi-model mean at each location. This hence provides the reader with an understanding of the pollution situations in which a mechanism might have a certain bias for O$_3$ compared to its peers.

It is obvious from Figures 7 and 8 that all mechanisms are able to represent the NO$_x$/VOC dependence of O$_3$ in general. The CB05 mechanisms in
Figure 5: 25 (dashed), 50 (solid) and 75 (dashed)% values for select species as result of the box model runs under ‘summer’ conditions at the observation locations used in Im et al. (this issue) for the North American domain. Different colors represent different mechanisms. Grey line is J(NO$_2$) (units not shown). Note logarithmic scale for NO$_x$. PAN is sum of all PAN species (MOZART-4: PAN + MPAN, CB05Clx: PAN + PANX, CB05-TUCL: PAN + PANX + OPAN, CBMZ: PAN, RADM2: PAN + TPAN).
Figure 6: Same as Figure 5 but for the European domain and mechanisms. PAN is sum of all PAN species (RADMKA: PAN + TPAN + MPAN, RADM2: PAN + TPAN, RACM: PAN + TPAN + MPAN, CBMZ: PAN).
Figure 7: Predicted O$_3$ concentrations and biases as a function of NO$_x$ and VOC concentrations for the stations approach over the NA domain. Biases are relative to the multi-model mean at each location. Used are only afternoon values (12 - 18 LT).
North America (Figure 7) tend to be biased low in $O_3$ under low NO$_x$ / high VOC conditions (e.g. the biogenic emissions-rich southeastern US, Figure 2) as well as under very high NO$_x$ conditions. CBMZ is low biased over polluted conditions in general, with some erratic high-biased points interspersed. MOZART-4 predicts higher $O_3$ concentrations than the multi-model average for moderately NO$_x$-polluted regions under high VOC loads (e.g. rural areas within a region with high biogenic emissions), and a strong low bias under high NO$_x$ conditions. This underestimation is reduced when using the error-corrected MOZART-4 mechanism, but the general pattern still stays the same (not shown). The RADM2 mechanism-predicted $O_3$ is often higher than the multi-mechanism average, except for situations where we have both high VOC as well as NO$_x$ concentrations. Again, the southeastern US is a prime example of an area where mechanisms differ for $O_3$ (see Figure 3).

For the mechanisms applied over the European domain, we find RACM and CBMZ close to the multi-model mean, with slight overestimations at average to high levels of NO$_x$ (0.5 ppbv) and high VOCs. The RADM2 mechanism tends to predict higher levels of $O_3$ especially under high VOC load conditions across all NO$_x$ levels. For RADMKA finally, we find that the low bias in $O_3$ observed before is most pronounced under high NO$_x$ and/or high VOC conditions, again indicating that the isoprene and monoterpene oxidation chemistry might be a key factor in explaining these differences.

3.4. NO$_x$/VOC limited regimes

Indicators can serve as another useful measure to understand a chemical regime. Martin et al. (2004) proposed to use the ratio of formaldehyde (CH$_2$O) over nitrogen dioxide (NO$_2$) to evaluate whether the conditions are
Figure 8: Same as Figure 7, but for O$_3$ over the EU domain.
VOC- or NO$_x$-limited (i.e., $\partial O_3/\partial VOC > \partial O_3/\partial NO_x$ and vice versa). Such a measure is complementary to what we presented in the last section, as it represents the slope of the O$_3$ surface in Figures 7 and 8 at a certain point. The indicator of Martin et al. (2004) is especially useful as both quantities can be observed via satellite instruments and are hence eminently useful for 3-D model evaluation as is done in Campbell et al. (this issue). CH$_2$O/NO$_2$ indicates VOC-limited conditions if the ratio is below 1, and NO$_x$-limited conditions if above 1.

We calculated this indicator based on the result of the box model simulations using the emission situation at station locations, averaging ratios of CH$_2$O to NO$_2$ over the local hours 8 - 12 (similar to Campbell et al. (this issue), to match overpass times of the satellite instrument observing these variables) of days 2 to 7. Figure 9 shows the resulting histogram of NO$_x$/VOC limitation for each season and the two continents. Clearly visible is the predominance of VOC-limited conditions during winter, caused probably by the much lower emissions of biogenic VOCs. Spring/autumn conditions are marked by a transition to more NO$_x$-limited conditions, and under summer conditions, over 80% of station locations are NO$_x$-limited.

This evolution is represented in all mechanisms on both continents. The MOZART-4 mechanism predicts the highest fraction of VOC-limited locations, especially under spring/autumn conditions where additional 7% / 6% of locations would be considered VOC-limited compared to the CB05 mechanisms and CBMZ respectively, and almost 20% more stations compared to RADM2. The CB05 mechanisms and CBMZ are very similar over the North American domain in predicting NO$_x$/VOC-limited regimes. RADM2 and its
variant RADMKA predict much lower fractions of VOC-limited conditions on both continents, with considerable differences (>10% classified differently) especially under spring/autumn conditions.

Assuming one would attempt a study to investigate the effect of changing emissions on tropospheric O\(_3\) concentrations, this would lead to different answers depending on the chemical mechanism employed. Especially under spring/autumn conditions, RADM2/RADMKA-based simulations would indicate that reducing NO\(_x\) will be 'more effective' in reducing O\(_3\) concentrations, in the sense that an additional 10% of stations will exhibit larger changes in O\(_3\) when reducing NO\(_x\) than under a comparable change in VOCs. RACM, CBMZ and MOZART-4 on the other hand would favor changes in VOCs at these station locations.

3.5. Differences in major inorganic reaction rates

We briefly analysed individual rate constants in an effort to understand the differences in concentrations found across the mechanisms. In Figure 10 we show the rate constants for reactions important for OH and O\(_3\) production and loss. We find that primary O\(_3\) production reactions (NO + HO\(_2\) → NO\(_2\) + OH and NO + CH\(_3\)O\(_2\) → NO\(_2\) + CH\(_2\)O + HO\(_2\)) as well as O\(^3\)P + O\(_2\) → O\(_3\) are consistent across mechanisms, while O\(_3\) loss reactions (O\(_3\) + OH → O\(_2\) + HO\(_2\), O\(_3\) + HO\(_2\) → 2 O\(_2\) + OH) show minor differences. The reaction OH + NO\(_2\) → HNO\(_3\) is instrumental as a radical termination reaction in the troposphere, however there has been considerable uncertainty in the past in the reaction rate and products formed (e.g., Zhang and Donahue, 2006, and references therein). We find that mechanisms differ in both the value at 298K as well as in the magnitude of the temperature dependence of this
Figure 9: Histogram of ratios of \( \text{CH}_2\text{O}/\text{NO}_2 \) based on box model simulations using emission conditions at station locations. Shown are ratios based on values averaged over the local hours 8 - 12 of days 2 to 7. Ratios above 2 are omitted in the plot for clarity, but included in the calculations of statistics and percentiles. A value of \( \text{CH}_2\text{O}/\text{NO}_2 \) below 1 indicates VOC-limited, values above 1 \( \text{NO}_x \)-limited conditions. The turnover value is marked with a red line.
Figure 10: Comparison of reaction rates important for the formation and loss of OH and O₃. Bars show reaction rates at 298.15K, upward pointing triangles at 318.15K, downward pointing triangles at 278.15K. If triangles are omitted, no temperature dependence is considered. Note that rates for O¹D + H₂O, O³P + O₂, O₃ + OH, and O₃ + HO₂ are scaled for presentation purposes.

reaction, which could partly explain differences in oxidant levels observed as well as the amount of HNO₃ formed. Overall the reaction rates investigated are - apart from OH + NO₂ → HNO₃ - very similar, indicating that the differences in resulting concentrations that we observe are due to differences in the VOC part of the mechanisms.

4. Discussion

The largest variability of predicted O₃ across mechanisms was found over regions with strong biogenic influence. Especially isoprene chemistry is a topic of the current scientific debate, as recent findings suggest that the loss of OH radicals through oxidation of isoprene is lower than previously estimated
and the cycling of NO\textsubscript{x} may be larger than predicted by older mechanisms (e.g., Paulot et al., 2009; Taraborrelli et al., 2012). In this intercomparison we used mechanisms with very different descriptions of isoprene chemistry. The RADM2 mechanism uses the original formulation from Stockwell (1986). CB05 represents isoprene chemistry as a condensation of the detailed mechanism of Carter (1996). RADMKA and RACM use updated formulations based e.g. on the work of Geiger et al. (2003). MOZART-4 includes a fairly detailed representation of isoprene chemistry, including chemistry of first-generation (e.g., MVK, MACR and hydroxycarboxyls) and subsequent generation products (e.g., glycolaldehyde, hydroxyacetone, methylglyoxal, glyoxal). Also included is a representation of isoprene hydroxyl-peroxy radical isomerization (e.g., Crounse et al., 2011), leading to formation of an isoprene-derived hydroperoxyaldehyde. Furthermore, not all mechanisms include a description of monoterpene chemistry. RADM2 does not consider monoterpenes at all, and CBMZ only includes reactions of monoterpenes with radicals to form condensable vapors for SOA production.

Mechanisms were found to differ more strongly in their predictions of \text{O}_3 levels and other pollutants in regions with strong biogenic VOC emissions, hence suggesting that these are regions where predictions are more uncertain. We did not compare against measurements and hence cannot determine which mechanism matches observations best, but we found that updates to the oxidation chemistry for biogenic VOCs seem to have had strong influence on predicted concentrations. Isoprene chemistry is a rapidly evolving field and future refinements to the mechanisms should reflect our increased understanding of the relationship between isoprene oxidations and
HO\textsubscript{x} and NO\textsubscript{x} cycling. The reader is referred to the literature for an in-depth discussion of differences in isoprene oxidation mechanism (e.g., Pöschl et al., 2000; Archibald et al., 2010; Zhang et al., 2011).

Our results further suggest that processes and parameterizations based on secondary products / radicals will strongly be affected by the choice of gas-phase mechanism, even when a comparison e.g. against observations of O\textsubscript{3} would suggest excellent agreement. While radical concentrations themselves are not of major importance for regulatory questions, they are key to a number of processes like the formation of secondary organic aerosols (SOA). SOA is formed through the continuous oxidation of biogenic and anthropogenic gas-phase precursors like isoprene, aromatics or alkanes by oxidants like O\textsubscript{3} or OH, but also NO\textsubscript{3}. In the modeling systems investigated here, SOA formation would typically be parameterized in the form of additional products that are added to the oxidation reaction of a precursor in the gas-phase mechanism. Often, aging reactions of these products with OH are included as well to consider further oxidation reactions that continue to lower a substance’s volatility. The differences in oxidant levels found here would directly influence any parameterization of aerosol formation through the oxidation of gas-phase precursors, adding yet another source of uncertainty in our ability to represent these types of aerosols in state-of-the-art modeling systems.

Results from the calculation of the CH\textsubscript{2}O / NO\textsubscript{2} indicator are provocative, as they classify a considerable fraction of stations (up to 20%) differently. This would then also mean that their response to changes in emissions would be very different, and that the choice of gas-phase mechanism is also crucial in simulations made to derive efficient emission reduction strategies.
Our study was designed to constrain mechanisms as well as possible, so as to remove any differences in the input to the different mechanisms, hence allowing to compare the results in terms of the performance of the gas-phase mechanism itself. We intentionally did not investigate the influence of different photolysis schemes, but the reader is reminded that accurate photolysis rates are a prerequisite of any successful prediction. Neither did we investigate the effect of different numerical solvers on the results. We note, however, that for example in WRF-Chem, all mechanisms use the same solver as we have used in our study.

5. Conclusions

We intercompared the majority of gas-phase mechanisms employed in the AQMEII phase 2 model intercomparison in order to understand mechanism-specific biases, guide other evaluations and provide the reader with an insight into the uncertainties resulting from the choice of gas-phase mechanism for their 3-D model simulations. Our analysis methods ensured that the mechanisms were compared under tight constraints for all processes but the lumping of anthropogenic VOC emissions (which was done mechanism-specific) so that the resulting differences can only be discussed in terms of the gas-phase mechanism itself or the lumping of anthropogenic VOC emissions. Simulations were made under three different sets of environmental constraints to represent meteorological conditions of all seasons.

There are a number of implications from our analysis:

- An uncertainty in predicted O\textsubscript{3} of 4 ppbv (5%) solely due to the choice of gas-phase mechanism should be considered in the analysis of 3-D
model results of O$_3$. For NO$_x$ we found an uncertainty up to 25% across mechanisms.

- Predicted concentrations of peroxyacetyl nitrates (PAN) are found to vary by 50%, highlighting that also remote production of O$_3$ can be directly affected by the choice of gas-phase mechanism.

- Predictions of key VOCs have higher uncertainty (+/- 100% for isoprene, +/- 20% for formaldehyde), which suggests that biases of this magnitude e.g., in the comparison against satellite data, could be solely due to the choice of the gas-phase mechanism.

- Differences in daytime OH radical concentrations of up to 40% (20% for HO$_2$) imply that parameterizations that depend on this concentration (e.g. secondary organic aerosol formation) have an inherent uncertainty of this magnitude.

- Concentrations of compounds central to nighttime chemistry (NO$_3$, N$_2$O$_5$) vary by up to 100% between mechanisms, indicating considerable uncertainty in our knowledge of this potentially important part of tropospheric chemistry (aerosol formation e.g. also depends on reaction with NO$_3$).

- A variability of 25 / 10% in the radical termination species H$_2$O$_2$ and HNO$_3$ suggest substantially different radical cycling numbers.

- Regions with highest biogenic VOC emissions tend to produce the largest variability in predicted O$_3$, hence suggesting larger uncertainty in the chemistry of biogenic VOCs.
Classification of stations into chemical regimes differs by up to 20%, which will lead to a likewise uncertainty in the answer to the questions which the most efficient emission reduction strategy would be.

A number of subtle errors have been discovered in both the implementation of mechanisms as well as the preparation of emissions that so far went unnoticed in the evaluation of the 3-D simulations. MOZART-4 exhibited a strong low bias in O$_3$ under ‘spring’ conditions over the Great Lakes/Midwest area, which was found to be due to an erroneous rate constant (NH$_3$ + OH) in the WRF-Chem implementation of MOZART-4. Simulations with the corrected mechanism resulted in MOZART-4 being much closer to the multi-model mean. Errors in the implementations of the RACM and CB05Clx mechanisms that were found did not result in notable changes of the results when employing a corrected version. We observed a strong low bias in O$_3$ (versus the multi-model mean) by RADMKA during summer months which we attribute to an error in the mechanism, with the magnitude of the bias anti correlated with the amount of biogenic emissions over Europe. This bias was not found under ‘spring’/‘winter’ conditions (with lower biogenic emissions). Analysis of the reason for this finding is ongoing. All these findings further underline the value of assessing complex modeling systems by disassembling them into core components.

When connecting our results with the results from the 3-D model intercomparison, we found that the two CB05 mechanisms do not differ in their predicted O$_3$ concentrations, which rules out the gas-phase mechanism as the responsible model component for differences found by Im et al. (this issue) in the 3-D model evaluation. On the other hand we can confirm a
strong negative bias in O_3 predictions by the RADMKA mechanism under 'summer' conditions, hence suggesting that efforts should be undertaken to improve this mechanism under these conditions. A spatial correlation of the magnitude of this bias with biogenic emission strength suggests the error to be found in this part of the mechanism.

We compare mechanisms that span two decades of research into tropospheric chemistry, from unaltered RADM2 implementations to current mechanisms like the variants of CB05 or MOZART. While it is out of scope of this work to show which mechanism performs best compared to measurements, we do presume that advances in our understanding of tropospheric chemistry should be considered in mechanisms used for state-of-the-art modeling efforts, and groups should hence strive to update their gas-phase mechanisms accordingly.

Most importantly, our work shows that the choice of gas-phase mechanism introduces non-negligible uncertainty in predictions made using state-of-the-art modeling systems. This uncertainty is not limited to regulated gaseous pollutants, but extends to the predictions of radical concentrations as well as secondary products, including the ones central to aerosol formation.
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