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Notice 
The information in this document has been funded wholly by the United States Environmental 

Protection Agency.  It has been subjected to the Agency’s peer and administrative review and has been 
approved for publication as an EPA document.  Mention of trade names or commercial products does not 
constitute endorsement or recommendation for use. 

 
The EPA Quality System and the 

Hydraulic Fracturing Research Study 
 EPA requires that all data collected for the characterization of environmental processes and 
conditions are of the appropriate type and quality for their intended use.  This is accomplished through an 
Agency-wide quality system for environmental data.  Components of the EPA quality system can be 
found at http://www.epa.gov/quality.  EPA policy is based on the national consensus standard ANSI/ASQ 
E4-2004 Quality Systems for Environmental Data and Technology Programs:  Requirements with 
Guidance for Use.  This standard recommends a tiered approach that includes the development and use 
of Quality Management Plans (QMPs).  The organizational units in EPA that generate and/or use 
environmental data are required to have Agency-approved QMPs.  Programmatic QMPs are also written 
when program managers and their QA staff decide a program is of sufficient complexity to benefit from a 
QMP, as was done for the study of the potential impacts of hydraulic fracturing (HF) on drinking water 
resources.  The HF QMP describes the program’s organizational structure, defines and assigns quality 
assurance (QA) and quality control (QC) responsibilities, and describes the processes and procedures 
used to plan, implement, and assess the effectiveness of the quality system.  The HF QMP is then 
supported by project-specific QA project plans (QAPPs).  The QAPPs provide the technical details and 
associated QA/QC procedures for the research projects that address questions posed by EPA about the HF 
water cycle and as described in the Plan to Study the Potential Impacts of Hydraulic Fracturing on 
Drinking Water Resources (EPA/600/R-11/122/November 2011; www.epa.gov/hfstudy).  The results of 
the research projects will provide the foundation for EPA’s study report. 
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Executive Summary 
 This verification study was a special project designed to determine the efficacy of a draft standard 
operating procedure (SOP) developed by US EPA Region 3 for the determination of selected glycols and 
glycol ethers in drinking waters that may have been impacted by active unconventional oil and gas 
operations utilizing hydraulic fracturing (HF) extraction.  HF has become increasingly prevalent as a 
method of extracting energy resources from “unconventional” reservoirs, such as coalbeds, shales, and 
tight sands.  Concerns have been raised about the potential for hydraulic fracturing fluid chemical 
additives to enter ground water aquifers that, in turn, may be used as drinking water sources. 
 
 One group of hydraulic fracturing fluid chemical additives that concerns have been raised about 
includes the additives: 2-methoxyethanol (2-ME), 2-butoxyethanol (2-BE), diethylene glycol (Di-EG), 
triethylene glycol (Tri-EG), and tetraethylene glycol (Tetra-EG).  The primary objective of this study was 
to verify the performance of the draft standard operating procedure developed by US EPA Region 3 in 
multiple laboratories.  This study verified a simple and rapid high performance-liquid 
chromatography/tandem mass spectrometry (HPLC/MS/MS) method for the quantitation of these five 
chemical additives in aqueous samples.  The draft method was quick, required little to no sample 
preparation, and utilized the sensitivity that HPLC/MS/MS provides. 
 
 The verification of the draft SOP included volunteer federal, state, municipal, and commercial 
analytical laboratories.  Each laboratory tested the efficacy of the draft SOP using the HPLC/MS/MS 
instrumentation present in their laboratories.  Four different water matrices were used to spike batches of 
samples at various concentrations.  Three source matrix waters were collected from bulk water samples 
acquired from three drinking water source wells (prior to treatment) around the country in areas where 
active shale oil and gas operations are occurring or where they may occur in the future.  The source 
matrix waters were collected at Avella, Pennsylvania, Raleigh, North Carolina, and Ada, Oklahoma.  
Laboratory deionized water, from Las Vegas, Nevada, was used as a fourth matrix.  Batches of 36 blind 
samples, prepared by EPA, were distributed to the volunteer laboratories for analysis following the draft 
SOP. 
 
 To ensure that data of known and documentable quality are generated by the participating 
analytical laboratories, data quality indicators (DQIs) were defined to examine key parameters and to 
determine if the key parameters met their acceptance criterion.  The key parameters included:  verification 
of the calibration curves, determination of any laboratory blank contamination issues, examination of the 
precision and accuracy of the laboratory control and matrix spike samples, substantiation of sample 
precision from duplicate samples, second source check standard verification, confirmation of reporting 
limits and appropriate method detection limits, and continuing calibration verification after each batch of 
samples. 
 
 To determine if the draft glycol SOP could be followed and meet the performance criteria, blind 
samples submitted to the analytical laboratories and several key factors were examined.  The key factors 
included:  accuracy (defined as the difference between the known and measured concentration) within and 
among the laboratories, precision within the analytical laboratory, and investigating whether matrix 
effects from the four waters used were present. 
 
 The data generated by the analytical laboratories following the draft SOP were statistically 
analyzed to determine if differences existed among the laboratories as related to key factors used to 
determine the analytical performance of the draft SOP.  Accuracy, determined by comparing the 
measured result to the known spiked concentration, met the performance criteria but a few statistical 
outliers were identified.  The precision within the analytical laboratories met the performance criteria 
indicating that reproducible results were being generated.  Matrix effects between the four different water 
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matrices were not identified in any of the analytical laboratories for any of the compounds of interest, 
indicating that the method could produce the same results in the four water matrices tested. 
 
 The reporting limits and calibration ranges of the draft SOP were similar among different 
instruments used at the analytical laboratories with reporting limits typically ranging between 5 and 10 
µg/L.  However, a few discrepancies were noted.  Some laboratories had better sensitivity on their 
instruments, wider calibration ranges; and had different optimum calibration fits (i.e., a linear calibration 
fit was specified in the draft SOP but a quadratic fit of the calibration point data yielded better results).  
Differences in instrument sensitivity were found where 2-BE could not be successfully detected at one 
laboratory and two laboratories could not successfully detect 2-ME. 
 
 Overall, the draft glycol SOP presented a method that was accurate and precise by meeting the 
established performance criterion nearly all the time.  No matrix effects on the chemical recoveries were 
exhibited for the four waters tested when the compounds of interest were detectable.  The multi-
laboratory verification of the draft SOP resulted in the generation of several recommendations in order to 
construct an improved analytical method including:  allowing best calibration fit parameters, 
incorporating surrogate spikes, conducting a sample preservation and holding time study, conducting a 
filtering unit study, allowing for greater adjustment of chromatographic conditions, initiating second 
source verification, and applying calibration check verification concentration consistency. 
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1.0 Introduction 
 Glycols and glycol ethers are solvents and chemical intermediates commonly used during the 
production of many resins, plasticizers, adhesives, surfactants, and cosmetics.  Due to their useful 
properties, many glycols and glycol ethers, including 2-methoxyethanol (2-ME), 2-butoxyethanol (2-BE), 
diethylene glycol (Di-EG), triethylene glycol (Tri-EG), and tetraethylene glycol (Tetra-EG), have been 
classified as high-production volume chemicals by the United States Environmental Protection Agency 
(US EPA)1.  Additionally, these compounds have frequently been used during oil and gas production.  For 
example, ethylene glycol, Di-EG, Tri-EG, and Tetra-EG are commonly used during the dehydration 
processes of natural gas2, and glycol ethers are used as foaming agents and in breaker fluids during 
hydraulic fracturing3. 
 
1.1 Background 

 Hydraulic fracturing (HF) has become increasingly prevalent as a method of extracting energy 
resources from “unconventional” reservoirs, such as coalbeds, shales, and tight sands.  Concerns have 
been raised about the potential for hydraulic fracturing fluid chemical additives to enter ground water 
aquifers that, in turn, may be used as drinking water sources.  Of concern for this project are diethylene 
glycol (CASRN #111-46-6), triethylene glycol (CASRN #112-27-6), tetraethylene glycol (CASRN #112-
60-7), 2-butoxyethanol (CASRN #111-76-2), and 2-methoxyethanol (CASRN #109-86-4).  In response to 
this concern, the US EPA Region 3 Environmental Science Center in Fort Meade, Maryland developed a 
quick, draft method for the determination and quantification of these compounds.  This draft method, 
prepared in the form of a standard operating procedure (SOP; Appendix A), needed to be verified to 
determine its efficacy in determining these compounds in laboratory and various drinking water matrices. 
 
1.2 Project Description and Objectives 

 The Multi-laboratory Verification of Diethylene Glycol, Triethylene Glycol, Tetraethylene Glycol, 
2- Butoxyethanol and 2-Methoxyethanol in Ground and Surface Waters by Liquid 
Chromatography/Tandem Mass Spectrometry study was designed to determine the efficacy of a draft 
method developed by US EPA Region 3 for the determination of glycols and glycol ethers in drinking 
waters collected from drinking water wells.  The objectives of this study were to verify a simple and rapid 
liquid chromatography/tandem mass spectrometry (LC/MS/MS) method for the quantitation of 2-ME, 2-
BE, Di-EG, Tri-EG, and Tetra-EG in aqueous samples by examining three key performance areas:  (1) 
can the analytical laboratory follow the SOP, (2) can the analytical laboratory meet the SOP requirements 
as related to quality assurance/quality control measures, and (3) how well did the method perform in 
terms of bias/accuracy, precision, and the absence of matrix effects.  This report describes the 
interlaboratory verification results for the described method. 
 
 For the verification of the method, eight analytical laboratories were invited to participate in the 
analyses of a series of multiple blind samples (spiked and unspiked) in multiple matrices (e.g., laboratory 
waters and drinking well waters). 
 
The following laboratories were invited to participate: 
 
1. US EPA National Exposure Research Laboratory, Environmental Sciences Division, Las Vegas, NV, 
 
2. US EPA National Exposure Research Laboratory, Microbiological & Chemical Exposure Assessment 

Research Division, Cincinnati, OH, 
 
3. US EPA Region 3 Environmental Science Center, Fort Meade, MD, 
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4. US EPA Region 5 Chicago Regional Laboratory, Chicago, IL, 
 

5. Eurofins Lancaster Testing Laboratories, Lancaster, PA, 
 

6. TestAmerica, Inc, Arvada, CO, 
 

7. Philadelphia Water Department, Philadelphia, PA, and 
 

8. Metropolitan Water District of Southern California, La Verne, CA. 
 
Two laboratories had instrument issues or business time constraints and were unable to participate. All 
participating laboratories did so a gratis. 
 
 To ensure that these study objectives were met, all participating laboratories strictly adhered to 
the requirements that: 

• Each laboratory verified and optimized the liquid chromatography/mass spectrometry/mass 
spectrometry conditions in sections 10 and 11 of the draft SOP (Appendix A) on their 
instrumentation and determined the reporting limits on their LC/MS/MS systems. 

• Each laboratory followed all analytical and quality control procedures in the approved quality 
assurance project plan (QAPP)4. 

• Each laboratory documented any deviations from the SOP or QAPP. 

• All data produced were capable of being verified by an independent person reviewing the 
analytical data package. 

• Each laboratory had a verifiable QA program, equal to or exceeding EPA requirements, in 
placeand operating throughout the study to ensure that the data produced are of appropriate and 
documented quality. 
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2.0 Method Verification Procedure 

2.1 Laboratory Initial Demonstration of Capability and Unknown Samples 

 For the verification study, each participating laboratory was sent a copy of the draft SOP as 
Appendix A of the QAPP.  The conditions in the SOP were to be used as a starting point in order to 
optimize each LC/MS/MS instrument within the limits identified in the SOP.  The goal of optimization 
was to:  familiarize the analyst with the analytes and method, determine the range of the calibration 
curves, and determine the method detection and reporting limits on their instrument.  At least seven 
replicates at a low level were used in order to determine a method detection limit (MDL) for each analyte 
in each laboratory (40 CFR Part 136 Appendix B). 
 
Once optimized, the reporting limit was calculated to be at least 3 times the MDL and may be different 
between the laboratories because of varying sensitivities of the LC/MS/MS systems used.  A reporting 
limit target of 5 μg/L was established for this study.  Each laboratory determined their reporting limits 
(Table 1).  If the actual reporting limit, as calculated using the MDL, was determined to be less than the 
reporting limit target at the laboratory, the target 5 μg/L reporting limit was used.  If the determined 
reporting limit was greater than the target reporting limit of 5 μg/L, the new value was reported and used 
for this study.  All concentrations reported were required to be at or above the reporting limit for 
statistical analysis. 
 
Table 1.  Laboratory Reporting Limits. 

Analyte Laboratory 1 Laboratory 2 Laboratory 3 Laboratory 5 Laboratory 6 Laboratory 8 

2-ME Non-Detect* 5 μg/L Non-Detect 25 μg/L 20 μg/L 5 μg/L 

2-BE Non-Detect 5 μg/L 10 μg/L 10 μg/L 8 μg/L 5 μg/L 

Di-EG 5 μg/L 5 μg/L 5 μg/L 5 μg/L 8 μg/L 5 μg/L 

Tri-EG 5 μg/L 5 μg/L 5 μg/L 5 μg/L 8 μg/L 5 μg/L 

Tetra-EG 5 μg/L 5 μg/L 5 μg/L 5 μg/L 8 μg/L 5 μg/L 

* Non-Detect indicates that the analytical laboratory could not detect this compound. 
 
 For the verification study, four water matrix sets of nine samples each were prepared for a total of 
36 blind samples.  Samples were prepared by an independent scientist (i.e., one not involved with the 
draft glycol method verification study).   The various blind samples were prepared from bulk water 
samples acquired from multiple drinking water source wells around the country in areas where active 
shale oil and gas operations are occurring or may occur in the future.  Several gallons of each bulk water 
matrix were collected in clean, capped amber glass containers and labeled with the source and date of 
sampling.  The matrix waters were collected from the drinking water system prior to any treatment at the 
source.  Bulk samples were stored at 4 °C ± 2 °C.  The matrix waters were collected at Avella, 
Pennsylvania, Raleigh, North Carolina, and Ada, Oklahoma.  Laboratory deionized water, from Las 
Vegas, Nevada, was used as a fourth matrix. The sample identifiers, FS-1 through FS-4, were utilized 
throughout this report to reference the different sample matrices (Table 2). 
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Table 2.  Source Waters. 

Sample Identifier* Source 

FS-1 Avella, PA Drinking Well Water 

FS-2 Raleigh, NC Well Water 

FS-3 Ada, OK Ground Water 

FS-4 EPA-Las Vegas, NV Deionized Laboratory Water 

* FS = Field Sample. 

 

2.2 Blind Sample Description and Spike Concentrations 

 The blind spiked samples were produced in bulk such that all equivalent samples came from the 
same volumetric flask, and were bottled and shipped to the participating analytical laboratories on the 
same day to ensure that each participating laboratory received the same samples.  Each analytical 
laboratory received 9 samples per matrix.  Seven samples were spiked and 2 samples (bottles 8 and 9) 
were blank (non-spiked source water).  Of the seven spiked bottles (bottles 1-7), five bottles had low-mid 
concentration of each target analyte, one bottle had a high concentration of each target analyte, and one 
bottle was not spiked with one of the analytes (Table 3).  Actual concentrations of the low-mid and high 
concentration samples were varied among the analytes in an effort to avoid pattern recognition among the 
laboratories (i.e., all concentrations for all analytes were the same in all samples).  Additionally, the one 
sample that was not spiked with one of the target analytes was used to ensure that the laboratory was 
confident in their analyses and reported a non-detect even though the remaining four analytes were 
present in the sample. 
 
Table 3.  Concentrations of Analytes in Unknown Sample Bottles. 

Bottles Di-EG (μg/L) Tri-EG (μg/L) Tetra-EG (μg/L) 2-BE (μg/L) 2-ME (μg/L) 

1 10 80 100 60 40 
2 100 80 100 60 40 
3 10 80 200 Blank 40 
4 10 80 100 180 Blank 
5 Blank 200 100 60 40 
6 10 80 Blank 60 100 
7 10 Blank 100 60 40 
8 Blank Blank Blank Blank Blank 
9 Blank Blank Blank Blank Blank 

 
2.3 Statistical Analyses 

The total number measurement values generated was 840 (6 laboratories × 5 analyte × 4 sample × 
7 bottle) per each type of calibration curve (i.e., linear or quadratic curves) used.  Values less than or 
equal to the reporting limit (RL) were excluded prior to statistical analyses.  The concentrations that are 
below reporting limit do not reflect precise or accurate measurements.  However, the removal of the data 
points and the resulting unbalanced design can be overcome by applying the general linear model (GLM).  
Additionally, not all laboratories were able to provide measurements on all analytes because of the 
detecting capability on their analytical instruments. This limitation is described within each section for the 
analyte.  A split plot design ANOVA5 was assembled for this data set as: 
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ݐ݊݁݉݁ݎݑݏܽ݁ܯ ൌ ߤ ൅ ܾܽܮ ൅ ܹܵ ൅ ܾܽܮ כ ܹܵ ൅ ݁݇݅݌ܵ ൅ ݁݇݅݌ܵ כ ܾܽܮ ൅ ݁݇݅݌ܵ כ ܹܵ ൅  Eqn 1 ߝ
 
where: µ is the overall mean of the observations;  Lab, SW, and Spike are class variables; Lab for 
analytical laboratory, SW for source waters sample, and Spike is unknown concentration of the compound.  
The error for SW is Lab*SW and others were tested against the residual errors (mean square error or ε). 
 
 The above model was used to statistically analyze all analytes except for diethylene glycol, which 
was determined using the linear calibration curve for the low concentration samples.  For diethylene 
glycol, Laboratory 6 did not report any data for the low level spiked samples; hence, spike level is no 
longer a class variable.  With only one spike level, a randomized block design for ANOVA was applied as 
presented in Eqn 2: 
 
ݐ݊݁݉݁ݎݑݏܽ݁ܯ   ൌ ߤ ൅ ܾܽܮ ൅ ܹܵ ൅  Eqn 2      ߝ
 

Reliability of the study can be measured by the coefficient of variability (CV), which is the 
overall experimental error standardized by the overall mean (grand mean) of all measurements (Eqn 3): 

ሺ%ሻܸܥ  ൌ ݊ܽ݁݉݀݊ܽݎ݃ܧܵܯ√  כ 100 

 
where √ܧܵܯ is the square root of mean square error.  The value of CV can be used as an index for model 
reliability.  Model reliability increases as the value of CV decreases.  If CV > 30%, then caution has to be 
taken when describing model reliability and model output6.  All of our models exhibited low values of 
CV, where they ranged from 1.7 to 12.7. 

 
Diagnostic checking on residuals was carried on for each model with the outliers removed.  

Model residuals were tested for normality where probability of Shapiro-Wilk test was ≥ 0.05 for all 
models.  Means, standard error, and the 95% confidence limit for each class level, or their combinations, 
are presented in figures to explain statistical differences. 

 
The statistical analyses were performed using a general linear model (Proc GLM) in SAS® with 

the least-square means (LSMEANS) option to account for the missing values in the unbalanced design.  
The probability of t-statistics was used for a multiple comparison of means between class variables and 
their combinations.  Mean and standard error values in figures with ±20% and ±30% thresholds were 
determined using Proc Means in SAS®.  The significance level was 0.05 for all statistical analyses. 
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3.0 Quality Assurance 
 The QAPP entitled, “Quality Assurance Project Plan for the Multi-Laboratory Verification of 
Diethylene Glycol, Triethylene Glycol, Tetraethylene Glycol, 2-Butoxyethanol and 2-Methoxyethanol in 
Ground and Surface Waters by Liquid Chromatography/Tandem Mass Spectrometry”, was approved on 
March 5, 2013.  The Data Quality Indicators (DQIs) and their acceptance criteria for the measurement of 
the data generated by the laboratories consisted of seven key parameters that were requested during the 
verification study (Table 4).  Some of the DQI key parameters did not meet the acceptance criteria in the 
QAPP and these deviations are documented and explained in this section.  The data generated from the 
blind samples with quality assurance/quality control (QA/QC) resulted in variances that appeared to be 
random with the exception of negative biases in the initial calibration curves (see section 3.1).  Where the 
variances occurred, the majority of the associated QA/QC acceptance parameters were met so the data 
were used to assess the method performance. 
 
Table 4.  Data Quality Indicators and their Acceptance Criteria. 

QC Check Precision* Accuracy 

5-Point Initial Calibration N/A 
Correlation Coefficient 

r2 ≥ 0.99 

Instrument Blank N/A < Reporting Limit 

Laboratory Control Sample/ Laboratory 
Control Sample Duplicate (LCS/LCSD) 

RPD ≤ 30% ±30% of Known Value 

Laboratory Matrix Spike/Laboratory 
Matrix Spike Duplicate (MS/MSD) 

RPD ≤ 30% 
Recovery Between 70 and 130% 

of Spike Concentration 

Laboratory Replicate RPD ≤ 30% N/A 

Quality Control Check Standard (QCCS) N/A ±20% of Known Value 

Continuing Calibration Verification 
Sample (CCV) 

N/A ±30% of Known Value 

* RPD = relative percent difference; N/A = not applicable. 
 
3.1 Initial Calibration 

 Linear initial calibration curves were required to be determined for each chemical.  Although 
not specified in the draft SOP, quadratic calibration curves were also requested since: (a) the allowance to 
use both forms of initial calibration is being incorporated into the revised SOP, and (b) fitting the 
calibration points to a quadratic calibration curve is a simple, non-time consuming process for the 
analytical laboratories.  In most cases, using the quadratic calibration curve reduced/removed most of the 
low calibration point(s) biases.  The initial calibrations met the acceptance criteria of having a r2 value ≥ 
0.99 for both linear and quadratic fits in most cases. 
 
 Laboratory 6 did not meet the correlation coefficient parameter for 2-BE (r2 = 0.979).  A 
negative bias for 2-BE at the low concentration level (-144% at the 5 µg/L concentration) in the 
calibration curve using the linear calibration fit was observed.  The remainder of the calibration curve, 
whether linear or quadratic, displayed a range in positive and negative biases (-45 to 77%) among the 
calibration points.  This broad range in biases is believed to be the cause for the failure of Laboratory 6 to 
meet the r2 ≥ 0.99 criterion for 2-BE. 
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 Similar to the negative bias seen in Laboratory 6 for 2-BE, Laboratory 6 also had negative 
biases (-75 to -267%) at the lower concentration levels (5 and 10 µg/L) in the linear calibration curves for 
Tetra-EG, Tri-EG and Di-EG.  These biases were not as pronounced in the quadratic calibration curve for 
these compounds.  Laboratory 6 had a negative bias (-74 to -104%) in both the linear and quadratic 
calibration fits for 2-ME at the lower concentration levels (5 and 10 µg/L) forcing the low level 
calibration standard to be dropped and the reporting limit to be raised to 20 μg/L (Table 1). 
 
 The linear calibration curves in Laboratory 1 met the correlation coefficient requirement; 
however, Tri-EG and Tetra-EG had negative biases (-67 and -51%, respectively) at the 5 µg/L 
concentration standard.  The calibration curves for Di-EG, Tri-EG and Tetra-EG were established from 5-
100 µg/L requiring dilution of the samples that were over the calibration curve.  All reported Laboratory 1 
results were used in this verification study and were in statistical agreement with the participant 
laboratory’s data. 
 
 Laboratory 5 linear calibration curves all met the correlation coefficient requirement but 4 out 
of 5 of the target analytes had negative biases near the reporting limit.  The Di-EG calibration curve did 
not display a negative bias.  The 5 and 10 µg/L calibration standards were not incorporated in the linear 
calibration curve due to very strong negative bias for 2-ME resulting in a raised reporting limit to 25 µg/L 
(Table 1).  The Tetra-EG higher concentration standards of the calibration curve were not used due to 
negative bias resulting in an abbreviated calibration curve from 5-100 µg/L.  The abbreviated calibration 
curve; however, still contained the -62% negative bias near the reporting limit (5 µg/L).  Some results 
were reported above the calibration curve and they were considered to be semi-quantitative.  The results 
were used in this verification study as they were in statistical agreement with the other participating 
laboratories data. 
 
 Linear calibration curves for Laboratories 2, 3, and 8 met the correlation coefficient 
requirement; however, some negative biases were seen near the reporting limit.  In Laboratory 2, Tri-EG 
and Tetra-EG had negative biases (-65 and -51%, respectively) at the reporting limit (5 µg/L).  In 
Laboratory 3, Di-EG, Tri-EG and Tetra-EG had negative biases (-45, -60 and -106%, respectively) at 
reporting limit (5 µg/L) while in Laboratory 8, a -34% bias at 5 µg/L was identified for Tetra-EG. 
 
 In two instances, the initial calibration was not done by the laboratories because the analytical 
laboratories were not able to ionize the analytes.  No calibration curves were submitted for 2-ME and 2-
BE by either Laboratory 1 nor for 2-ME by Laboratory 3. 
 
3.2 Instrument Blank 

 The instrument blank results were acceptable in all cases except for Laboratory 6 which initially 
had blank contamination issues with 2-BE.  Laboratory 6 used an isocratic gradient which is a deviation 
from the draft SOP.  The generated Laboratory 6 data were accepted and included in the statistical data 
evaluation. 
 
3.3 Laboratory Control Sample/Laboratory Control Sample Duplicate 

(LCS/LCSD) 

 Overall, the LCS data were acceptable for all the laboratories except for Laboratory 6.  
Laboratory 6 had a few random exceedances of the acceptance criteria where the LCS determined value 
was biased high for 2-ME and biased low for Di-EG and the LCSD was biased low for 2-ME. 
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3.4 Laboratory Fortified Matrix/Laboratory Fortified Matrix Duplicate (MS/MSD) 

 The MS/MSD data were generally acceptable.  The laboratories were required to decide which 
samples to use for MS/MSD samples.  Laboratory 2 had a positive bias for Di-EG with acceptable RPDs 
between the MS and MSD.  Laboratory 1 had randomly positive and negative biases for 11 out of 14 
MS/MSD samples for Di-EG, Tri-EG, and Tetra-EG with acceptable RPDs between the replicates.  
Laboratory 6 had:  low recoveries for Di-EG with an acceptable RPD between the duplicate samples; one 
biased high recovery with an exceeded RPD for 2-BE; all samples biased high with acceptable RPDs for 
2-ME and Tetra-EG; and one MS with low recovery that exceeded the RPD acceptance limit for Tri-EG. 
 
3.5 Laboratory Replicate (Duplicate) 

 Laboratory duplicates were not analyzed by Laboratories 5 and 6 so the MS/MSD RPDs were 
used to determine duplicate reproducibility in these cases with the identified discrepancies being 
explained in Section 3.4.  All other duplicate data met the ≤30% RPD acceptance criterion. 
 
3.6 Quality Control Check Standard (QCCS) 

 The laboratories chose a QCCS standard to analyze with each of their batches.  The QCCS was 
either purchased as a prepared diluted standard/mix or purchased as a neat material.  (This is not a 
comparison study of analytical standards so no sources of standards are mentioned.)  Laboratory 6 did not 
analyze a QCCS sample.  Laboratory 2 had a slight positive bias for Di-EG while Laboratory 3 had slight 
positive bias for Tetra-EG and Tri-EG. Laboratory 5 had slight positive bias for Di-EG, Tri-EG, and 
Tetra-EG. 
 
3.7 Continuing Calibration Verification (CCV) 

 The CCV check samples were generally within acceptance criterion with exceptions at two of the 
participating analytical laboratories.  At Laboratory 5, the 2-ME CCV checks exceeded the acceptance 
limit for 2 out of 4 check samples with a 45% recovery of the 25µg/L CCV sample and a 132% recovery 
of the 50 µg/L CCV sample.  Laboratory 6 CCV check samples were negatively biased for Di-EG in 4 out 
of 7 check samples; positively biased for 2-BE and 2-ME in 4 out of 7 check samples; and positively 
biased for Tetra-EG in 3 out of 7 check samples. 
 
3.8 Holding Times 

 There are no preservation or holding time studies of these analytes in reagent water or the 
matrices of concern.  A fourteen day holding time was used for this study.  Laboratory 1 initiated the 
analysis of the samples on day 14 and had a few samples that were analyzed after that due to an 
instrument failure.  Laboratories 3 and 6 performed their analysis on day 14 with a few samples being run 
early on day 15 at Lab 3.  Laboratories 2, 5, and 8 performed their analyses within 6-8 days, 2-3 days, and 
2 days, respectively.  With no formal holding times being established, all the data were used based on this 
criterion. 
 
3.9 Audits 

 Each participating laboratory was asked to perform a readiness review, surveillance audit, and 
audit of data quality during the study.  Reports were submitted from Laboratories 2, 3, 5, 6, and 8.  
Laboratory 1 did not provide the requested audit reports.  In each case, no major findings were identified.  
Discrepancies, when noted, have been identified in this section of the report.  In all cases, discrepancies 
were deemed to not have a major effect on the resultant data due to the passage of a majority of the 
quality assurance/quality control measures; therefore, all data was used during the statistical analysis (see 
section 2.4) of the results. 
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 In addition to these three audits, Laboratories 3 and 8 performed additional surveillance 
audits/quality assurance inspections and technical systems audits.  During one of the surveillance 
audits/quality assurance inspections, 2 blind sample bottles were mislabeled.  Results from these samples 
were removed from statistical consideration.  A comprehensive quality perspective (i.e., overview) was 
performed at Laboratory 8 over several months of this study with no findings being identified. 
 
 This report was reviewed by the NERL Director of Quality Assurance according to the 
requirements of the QAPP, “Quality Assurance Project Plan for the Multi-Laboratory Verification of 
Diethylene Glycol, Triethylene Glycol, Tetraethylene Glycol, 2-Butoxyethanol and 2-Methoxyethanol in 
Ground and Surface Waters by Liquid Chromatography/Tandem Mass Spectrometry” (approved on 
March 5, 2013) and deemed acceptable on January 31, 2014. 
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4.0 Results and Discussion 
 To determine the performance characteristics of the draft glycol method, several key factors 
needed to be examined.  The key factors included:  (a) examining the accuracy (defined as the difference 
between the known and measured concentration) within and among the laboratories, (b) determining the 
precision within the analytical laboratory, and (c) investigating whether matrix effects from the four 
waters used were present. 
 

 When examining the accuracy within and among the laboratories, the ±20% and ±30% of the 
known concentration lines will be plotted in the appropriate figures.  These two percentages are 
commonly cited, acceptance criteria and are the two acceptance criteria used for accuracy determinations 
in this study (Table 4).  The means of the data was examined first to see if it passed the ±20% criterion 
which would indicate a high degree of accuracy.  If the means of the data do not meet the ±20% criterion, 
then they should meet the ±30% criterion to be fully acceptable. 
 
 The laboratory numbers do not coincide with the laboratory list in Section 1.2; this was done to 
provide anonymity to the participating analytical laboratories. 
 
 The following sections and figures discuss the results generated from the linear calibration 
curves.  If differences in the statistical interpretation of the results (i.e., acceptance vs failure to meet the 
acceptance criterion) occurred when the data were generated from the quadratic calibration curves, these 
differences, and how they affected our interpretation of the data, are clearly delineated in the text. 

 
4.1 Tetraethylene Glycol 

 All six participating laboratories provided data.  All submitted blind blank samples (see Table 3) 
showed no target analytes at or above the reporting limits of 5 or 8 µg/L depending on the sensitivity of 
the instrument at the participating analytical laboratory.  The blind samples were spiked at 100 or 200 
µg/L. 

 
 The accuracy among the analytical laboratories was within 20% of the known concentrations, 
except for Laboratory 6 for the low level spiked samples which were biased high (Figures 1 and 2).  The 
results for any given laboratory included all samples, regardless of matrix, at the given concentration 
level. 
 
 The precision within the laboratory can be determined by examining the results of the individual 
bottles shipped to the analytical laboratory.  In each case, the bottle number (represented as the last digit 
on the x-axis identifiers) represents the mean of the four different water matrices for that bottle number 
(Figure 3).  By checking for significant differences among the 5 bottles spiked at the 100 µg/L 
concentration, the precision within an analytical laboratory can be determined.  In general, precision met 
the performance criteria among all the samples spiked at the same concentrations with a few exceptions.  
For example, Laboratories 1 and 2 showed statistical differences between bottles 1 and 6 (Figure 4).  
These exceptions; however, do not affect our interpretation of the study results as all of the bottles 
determined concentrations were within the study’s accuracy acceptance criterion. 
 



 

12 
 

 

Figure 1. Low Concentration (100 µg/L Spike) Average Recovery for Tetraethylene Glycol among the 
Analytical Laboratories.  (Closed Circle is Mean Concentration and Whisker is One Standard 
Error.) 

 

 

 

Figure 2. High Concentration (200 µg/L Spike) Average Recovery for Tetraethylene Glycol among the 
Analytical Laboratories.  (Closed Circle is Mean Concentration and Whisker is One Standard 
Error.) 
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Figure 3. Precision among Low Concentration (100 µg/L) Sample Recoveries for Tetraethylene Glycol 
among the Analytical Laboratories.  (Closed Circle is Mean Concentration and Whisker is 95% 
Confidence Limits.) 
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Figure 4. Precision among Low Concentration (100 µg/L) Sample Recoveries for Tetraethylene Glycol 
among the Analytical Laboratories excluding Laboratory 6 Data.  (Closed Circle is Mean 
Concentration and Whisker is 95% Confidence Limits.  The Points with No Bottle Numbers are 
for High Concentration Samples.) 

 

 The influence of the different matrices used to make the blind samples, upon first examination, 
appear to have a strong influence on the analytical results at the low concentration level (Figure 5).  
Matrices FS-1 and FS-3 have means outside the ±30% acceptance criterion.  In contrast, matrices FS-2 
and FS-4 fall very close to the known concentrations and well within the ±20% accuracy acceptance 
criterion.  These anomalous findings are the results of the influence of the high biased concentrations 
found in the low-level sample concentrations from Laboratory 6 (Figure 2).  Once the results from 
Laboratory 6 are removed from the statistical analysis, the data indicate that there are no matrix affects 
among the analytical laboratories and all mean concentrations are statistically similar (p > 0.5) and fall 
within the ±20% accuracy acceptance criterion (Figure 6).  Similarly, no matrix effects were observed 
among the analytical laboratories at the high concentration levels (Figure 7) with all mean concentrations 
falling within the ±20% accuracy acceptance criterion. 
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Figure 5. Low Concentration (100 µg/L) Average Recovery for Tetraethylene Glycol by Matrix.  (Closed 
Circle is Mean Concentration and Whisker is One Standard Error.) 

 

 

Figure 6. Low Concentration (100 µg/L) Average Recovery for Tetraethylene Glycol by Matrix excluding 
Laboratory 6 Data.  (Closed Circle is Mean Concentration and Whisker is One Standard Error.) 
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Figure 7. High Concentration (200 µg/L) Average Recovery for Tetraethylene Glycol by Matrix.  (Closed 
Circle is Mean Concentration and Whisker is One Standard Error.) 
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samples (see Table 3) showed no target analytes at or above the reporting limits of 5 or 8 μg/L, depending 
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Figure 8. Low Concentration (80 µg/L Spike) Average Recovery for Triethylene Glycol among the 
Analytical Laboratories.  (Closed Circle is Mean Concentration and Whisker is One  
Standard Error.) 

 

 

Figure 9. High Concentration (200 µg/L Spike) Average Recovery for Triethylene Glycol among the 
Analytical Laboratories.  (Closed Circle is Mean Concentration and Whisker is One Standard 
Error.) 
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Figure 10. Precision among Low Concentration (80 µg/L) Sample Recoveries for Triethylene Glycol among 
the Analytical Laboratories.  (Closed Circle is Mean Concentration and Whisker is 95% 
Confidence Limits.  The Points with No Bottle Numbers are for High Concentration Samples.) 

 
 The precision within the laboratory can be determined by examining the results of the individual 
bottles shipped to the analytical laboratory.  In each case, the bottle number (represented as the last digit 
on the x-axis identifiers) represents the mean of the four different water matrices for that bottle number 
(Figure 10).  By checking significant differences among the 5 bottles spiked at the 80 µg/L concentration, 
the precision within an analytical laboratory was determined.  In general, precision met the performance 
criteria among all the bottles spiked at the same concentrations.  The results from Laboratory 6 showed 
that bottle 6 was statistically different (p<0.003) than the other four bottles received at the laboratory. 
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0.52) and falling within the ±20% accuracy acceptance criterion. 
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Figure 11. Low Concentration (80 µg/L) Average Recovery for Triethylene Glycol by Matrix.   
(Closed Circle is Mean Concentration and Whisker is One Standard Error.) 

 

. 

Figure 12. High Concentration (200 µg/L) Average Recovery for Triethylene Glycol by Matrix.   
(Closed Circle is Mean Concentration and Whisker is One Standard Error.) 
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4.3 Diethylene Glycol 

 All six participating laboratories provided data for diethylene glycol.  All submitted blind blank 
samples (see Table 3) showed no target analytes at or above the reporting limits of 5 or 8 μg/L, depending 
on the sensitivity of the instrument at the participating laboratory.  The blind samples were spiked at 10 or 
100 μg/L. 
 
 A non-normal data distribution was found when using both spiked sample concentrations 
together; therefore, the two populations (i.e., low and high spiked datasets) were treated separately 
statistically.  The primary cause for the existence of the two populations is believed to be a result of the 
low level spiked sample concentration being so close to the reporting limits. 
 
 The accuracy among the participating analytical laboratories was within 20% of the known 
concentrations for the low level spiked samples for Laboratories 1 and 5 and within ±30% for Laboratory 
3 (Figure 13).  Laboratory 6 did not report any data for the low level spiked samples as the spike levels 
were too close to their laboratory reporting limit.  Laboratory 2 results were high and Laboratory 8 results 
were low for the low level spiked samples with both laboratories exceeding the ±30% acceptance 
criterion.  For the high level spiked samples, all analytical laboratories fell within the ±20% acceptance 
criterion (Figure14) except Laboratory 2 which had results above the 20% acceptance criterion. 
 
 The precision within the laboratory for diethylene glycol was determined by examining the 
results of the individual bottles shipped to the analytical laboratory.  In each case, the bottle number 
(represented as the last digit on the x-axis identifiers) represents the mean of the four different water 
matrices for that bottle number (Figure 15).  By checking significant differences among the 5 bottles 
spiked at the 10 µg/L concentration, the precision within an analytical laboratory was determined.  In 
general, precision meeting the performance criteria was seen in Laboratories 5 and 8 while variability 
among all the bottles spiked existed within each of the other participating laboratories.  This variability 
within the laboratories may be due to the closeness of the spike concentration (10 µg/L) to the reporting 
limits (5 µg/L). 
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Figure 13. Low Concentration (10 µg/L Spike) Average Recovery for Diethylene Glycol among the 

Analytical Laboratories.  (Closed Circle is Mean Concentration and Whisker is One Standard 
Error.) 

 

 
Figure 14. High Concentration (100 µg/L Spike) Average Recovery for Diethylene Glycol among the 

Analytical Laboratories.  (Closed circle is Mean Concentration and Whisker is One Standard 
Error.) 
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Figure 15. Precision among Low Concentration (10 µg/L) Sample Recoveries for Diethylene Glycol among 

the Analytical Laboratories.  (Closed Circle is Mean Concentration and Whisker is 95% 
Confidence Limits.) 

 
 No matrix effects were seen at both high and low diethylene glycol concentration among the 
analytical laboratories (Figures 16 and 17) with no significant difference among all the mean diethyl 
glycol concentrations (p > 0.6 for Figure 20 and p > 0.25 for Figure 21) and falling within the ±20% 
accuracy acceptance criterion. 
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Figure 16. Low Concentration (10 µg/L) Average Recovery for Diethylene Glycol by Matrix.   

(Closed Circle is Mean Concentration and Whisker is One Standard Error.) 
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Figure 17. High Concentration (100 µg/L) Average Recovery for Diethylene Glycol by Matrix.   

(Closed Circle is Mean Concentration and Whisker is One Standard Error.) 
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4.4 2-Butoxyethanol 

 Five participating laboratories provided data for 2-butoxyethanol.  Laboratory 1 could not detect 
2-butoxyethanol on their instrument.  All submitted blind blank samples (see Table 3) showed no target 
analytes at or above the reporting limits of 5, 8, or 10 μg/L, depending on the sensitivity of the instrument 
at the participating analytical laboratory.  The blind samples were spiked at 60 or 180 μg/L. 
 
 The accuracy among the analytical laboratories was within 20% of the known concentrations for 
both the low level and high level spiked samples in all analytical laboratories (Figures 18 and 19). 
 

 
Figure 18. Low Concentration (60 µg/L Spike) Average Recovery for 2-Butoxyethanol among the Analytical 

Laboratories.  (Closed Circle is Mean Concentration and Whisker is One Standard Error.) 
 
 The precision within the laboratory can be determined by examining the results of the individual 
bottles shipped to the analytical laboratory.  In each case, the bottle number (represented as the last digit 
on the x-axis identifiers) represents the mean of the four different water matrices for that bottle number 
(Figure 20).  By checking significant differences among the 5 bottles spiked at the 60 µg/L concentration, 
the precision within each analytical laboratory was determined.  No statistically significant differences 
were found among the bottles within the individual participating laboratory (p>0.43). 
 
 No matrix effects (p>0.10) were seen for either concentration blind samples among the 
participating laboratories (Figures 21 and 22) with all mean concentrations being statistically similar and 
falling within the ±20% accuracy acceptance criterion. 
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Figure 19. High Concentration (180 µg/L Spike) Average Recovery for 2-Butoxyethanol among the 
Analytical Laboratories.  (Closed Circle is Mean Concentration and Whisker is One Standard 
Error.) 
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Figure 20. Precision among Low Concentration (60 µg/L) Sample Recoveries for 2-Butoxyethanol among 

the Analytical Laboratories.  (Closed Circle is Mean Concentration and Whisker is 95% 
Confidence Limits.  The Points with No Bottle Numbers are for High Concentration Samples.) 

 

20%

20%

30%

30%

25

35

45

55

65

75

85

FS-1 FS-2 FS-3 FS-4

Co
nc

en
tr

at
io

n 
(μ

g/
L)

Source Water

 
Figure 21. Low Concentration (60 µg/L) Average Recovery for 2-Butoxyethanol by Matrix.  (Closed  

Circle is Mean Concentration and Whisker is One Standard Error.) 
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Figure 22. High Concentration (180 µg/L) Average Recovery for 2-Butoxyethanol by Matrix.  (Closed  

Circle is Mean Concentration and Whisker is One Standard Error.) 
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4.5 2-Methoxyethanol 

 Four laboratories provided data for 2-methoxyethanol.  Laboratories 1 and 3 could not detect 2-
methoxyethanol on their analytical instruments.  All submitted blind blank samples (see Table 3) showed 
no target analytes at or above the reporting limits of 5, 20, or 25 μg/L, depending on the sensitivity of the 
instrument at the analytical laboratory.  The blind samples were spiked at 40 or 100 μg/L. 
 
 At the higher concentration, Laboratory 6 was significantly different from the others laboratories 
(p<0.05); whereas, Laboratory 5 was significantly different only from Laboratory 2 (p<0.001).  At the 
lower concentration, there were no significant differences between labs (p> 0.136).  The accuracy among 
the analytical laboratories was within 20% of the known concentrations for both the low level and high 
level spiked samples in all analytical laboratories with the exception of the 40 µg/L samples analyzed at 
Laboratory 6 (Figures 23 and 24).  Laboratory 6 results were positively biased and were just slightly 
higher than the ±30% acceptance limit. 
 
  



 

29 
 

20%

20%

30%

30%

25

30

35

40

45

50

55

60

Lab2 Lab5 Lab6 Lab8

Co
nc

en
tr

at
io

n 
(μ

g/
L)

 
Figure 23. Low Concentration (40 µg/L Spike) Average Recovery for 2-Methoxyethanol among the 

Analytical Laboratories.  (Closed Circle is Mean Concentration and Whisker is One Standard 
Error.) 
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Figure 24. High Concentration (100 µg/L Spike) Average Recovery for 2-Methoxyethanol among the 

Analytical Laboratories.  (Closed Circle is Mean Concentration and Whisker is One Standard 
Error.) 
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Figure 25. Precision among Low Concentration (40 µg/L) Sample Recoveries for 2-Methoxyethanol among 

the Analytical Laboratories.  (Closed Circle is Mean Concentration and Whisker is 95% 
Confidence Limits.  The Points with No Bottle Numbers are for High Concentration Samples.) 

 
 The precision within the laboratory was determined by examining the results of the individual 
bottles shipped to the analytical laboratory.  In each case, the bottle number (represented as the last digit 
on the x-axis identifiers) represents the mean of the four different water matrices for that bottle number 
(Figure 25).  By checking significant differences among the 5 bottles spiked at the 40 µg/L concentration, 
the precision within an analytical laboratory was determined.  No statistically significant differences 
(p>0.14) were found among the bottles within the individual participating laboratory except for 
Laboratory 6 which showed statistical differences, but not significant differences, between bottle 3 and 
bottles 2 (p>0.22) and 5 (p>0.14; Figure 25). 
 
 No matrix effects were seen for either concentration blind samples (p >0.083). Overall mean 
concentrations for water matrices are within the ±20% accuracy acceptance criterion (Figures 26 and 27). 
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Figure 26. Low Concentration (40 µg/L) Average Recovery for 2-Methoxyethanol by Matrix.  (Closed  

Circle is Mean Concentration and Whisker is One Standard Error.) 
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Figure 27. High Concentration (100 µg/L) Average Recovery for 2-Methoxyethanol by Matrix.  (Closed  

Circle is Mean Concentration and Whisker is One Standard Error.) 
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5.0 Summary and Conclusions 
 Several key factors were used to determine the performance characteristics of the draft glycol 
method including: detectability of the compounds, accuracy, precision, and the presence/absence of 
matrix effects.  A batch of 36 blind samples spiked with the five compounds of interest in four different 
water matrices was submitted to six analytical laboratories.  Each laboratory was provided with a copy of 
the draft glycol SOP and asked to optimize their LC/MS/MS system to perform the analyses of the blind 
samples.  Once optimized, the blind samples were analyzed following the QA/QC requirement identified 
in the project QAPP.  Each laboratory provided the resultant data as determined using both linear and 
quadratic calibration curves.  The data were statistically analyzed, after checking the data for normalcy, 
by running least square means analyses to determine if statistical differences existed among the 
laboratories and if the data fit within the acceptance criterion for the key factors of interest. 
 
 Diethylene glycol, triethylene glycol, and tetraethylene glycol were detectable at all participating 
analytical laboratories.  2-butoxyethanol could not be successfully detected at Laboratory 1 while 
Laboratories 1 and 3 could not successfully detect 2-methoxyethanol. 
 
 While statistical differences between laboratories were present, the accuracy of the laboratory 
analyses were typically within the acceptance criteria of either ±20 or 30% of known value.  A few 
notable exceptions were identified including: 
 

a) Laboratory 6 was not within ±30% for tetraethylene glycol with a positive bias at the low 
concentration, 

b) Laboratory 6 was not with ±20% for triethylene glycol with a negative bias at the high 
concentration, 

c) Laboratory 2 was not within ±30% for diethylene glycol with a positive bias at the low 
concentration, 

d) Laboratories 3 and 8 were not within ±20% and ±30%, respectively, for diethylene glycol with a 
negative bias at the low concentration, and 

e) Laboratory 6 was not within ±30% for 2-methoxyethanol with a positive bias at the low 
concentration. 

 
 Precision within the analytical laboratories met the performance criteria indicating that 
reproducible results were being produced at the analytical laboratories.  All replicate bottles were 
statistically the same with the exceptions of diethylene glycol across the analytical laboratories and 2-
methoxyethanol in Laboratory 6.  The variability within the laboratories during the analysis of diethylene 
glycol was most likely due to the closeness of the spike concentration (10 µg/L) to the reporting limits (5 
or 8 µg/L).  Laboratory 6 did not report any concentrations for diethylene glycol as a result of the spiked 
concentration of the low level sample being too close to their reporting limit. 
 
 Matrix effects were not identified for the tested water matrices at any of the analytical laboratories 
indicating that the method could produce the same results in the four water matrices tested. 
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 Overall, the draft glycol SOP presented a method that was accurate and precise, when the 
compounds of interest were detectable, by meeting the established performance criterion nearly all the 
time.  Further, the draft method exhibited no matrix effects in the four waters tested for any of the 
compounds of interest.  The detection of 2-ME and 2-BE was problematic and instrument/laboratory 
dependent.  With the few method variations and QA/QC deviations that were identified throughout the 
study among the analytical laboratories, a strong QA/QC program to monitor the resultant data is 
essential.  The QA/QC program should incorporate blind samples of known concentrations to ensure 
quality of the resultant data and that the results are within the specified accuracy acceptance limits. 
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6.0 Recommendations 
 The interlaboratory verification of the draft glycol SOP resulted in some recommendations in 
order to further improve the analytical method.  These recommendations are presented below: 
 
a) The draft glycol SOP states that at least a 5-point initial linear calibration curve should be used.  This 

restriction was found to limit the effectiveness of the method.  Many calibration curves generated 
during the study were best fit using quadratic formulae yet the linear curves were also acceptable.  
The deviations from the calibration curve were lessened, especially at the low concentration standards 
when incorporating a quadratic fit.  A minimum 6-point quadratic fit should be allowed with 
stipulations on the allowable deviations of the calibration points from the curve, such as ±25% 
deviation from the curve with a correlation coefficient, r2 ≥ 0.99. 

b) Surrogate spikes should be incorporated in order to have recovery data with every sample.  There are 
now commercially available isotopically labeled 2-BE and Di-EG that do not require custom 
synthesis.  Recovery limits should be set in reagent water and matrix waters for the surrogate spikes 
with correlations back to the native analytes. 

c) There are no preservation or holding time studies of these analytes in reagent water or matrices of 
concern.  A fourteen day holding time was used for this study.  Studies should be conducted to 
determine if holding at 4 ±2º C is adequate to preserve sample integrity.  The multi-laboratory study 
did, however, demonstrate that the matrices studied did not affect the integrity of the spiked sample 
from the time of collection to the time of analysis in the participating laboratories. 

d) The preparation of samples in the laboratory does not require a filtering procedure but leaves it as an 
option to use a 0.45 µm Teflon® filter unit.  There are no data presented demonstrating the 
performance of a filter unit and if target analyte contamination is an issue.  Various glycols may be 
used in the manufacturing or cleaning of the filter units and may cause bias in the results.  A filter unit 
study should be conducted to determine their performance and effects on contaminant concentrations. 

e) The liquid chromatography conditions in the draft glycol SOP rise to a maximum of 15% acetonitrile.  
This may result in a build-up of organic contaminants on the column that will lessen the performance 
over time.  A higher organic content gradient for the acetonitrile should be used in order to elute non-
target analytes from the column with each injection cycle. 

f) Mass calibration/tuning appear to be required annually in the draft glycol SOP.  This should be 
checked routinely and re-calibration should be required before analysis if mass shift is noticed that 
will affect the sample results. 

g) Second source standards are an issue with this method.  Standard concentrations need to be verified 
between the different vendors. 

h) The final CCV should have a concentration near the mid-point of the calibration curve.  During this 
verification study, varying CCV concentrations covering the calibration curve range were used and 
depending on the concentration selected, different recovery biases may be encountered. 
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Appendix A 
 

Glycol Analysis of Aqueous Samples by Direct Injection HPLC/MS/MS 
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