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Abstract. Time-lapse joint inversion of geophysical data is required to image the evolution of oil 18 

reservoirs during production and enhanced oil recovery, CO2 sequestration, geothermal fields 19 

during production, and to monitor the evolution of contaminant plumes. Joint inversion schemes 20 

reduce space-related artifacts in filtering out noise that is spatially uncorrelated while time lapse 21 

inversion algorithms reduce time-related artifacts in filtering out noise that is uncorrelated over 22 

time. There are several approaches that are possible to perform the joint inverse problem. In this 23 

work, we investigate both the Structural Cross-Gradient (SCG) joint inversion approach and the 24 

Cross-Petrophysical (CP) approach, which are both justified for time-lapse problem by 25 

petrophysical models. In the first case, the inversion scheme looks for models with structural 26 

similarities. In second the case, we use a direct relationship between the geophysical parameters. 27 

Time-lapse inversion is performed with an actively time-constrained (ATC) approach. In this 28 

approach, the subsurface is defined as a space-time model. All the snapshots are inverted 29 

together assuming a regularization of the sequence of snapshots over time. First we show the 30 

advantage of combining the SCG or CP inversion approaches and the ATC inversion by using a 31 

synthetic problem corresponding to cross-hole seismic and DC-resistivity data and piecewise 32 

constant resistivity and seismic velocity. We show that the combined SCG/ATC approach 33 

reduces the presence of artifacts both with respect to individual inversion of the resistivity and 34 

seismic datasets as well as with respect to the joint inversion of both data sets at each time step. 35 

We also performed a synthetic study using a secondary oil recovery problem. The combined 36 

CP/ATC approach is successful in retrieving the position of the oil/water encroachment front.  37 

  38 



3 
 

 

Introduction 39 

 40 

 The time-lapse joint inversion of geophysical data is required to solve a number of 41 

problems such as the management of oil and gas reservoirs, the sequestration of carbon dioxide, 42 

the leakage of water in earth dams and embankments through internal erosion, bioremediation, 43 

the production of geothermal reservoirs, and the monitoring of active faults and volcanoes 44 

(Lazaratos and Marion, 1997; McKenna et al., 2001; Kowalsky et al., 2006; Ajo-Franklin et al., 45 

2007a, b; Miller et al., 2008; Doetch et al., 2010; Ayeni and Biondi, 2010; Liang et al., 2011).  46 

 Two types of strategies can be used in the joint inversion problem of geophysical data. 47 

Historically, the first strategy has been based on petrophysical models (Cross Petrophysical CP-48 

based approach) connecting geophysical methods (e.g., Hertrich and Yaramanci, 2002; Rabaute 49 

et al., 2003; Kowalsky et al., 2006; Woodruff et al., 2010). The second approach, developed 50 

more recently, is based on the use of structural similarities between the physical properties and is 51 

called the Structural Cross-Gradient (SCG) approach (see Gallardo and Meju, 2003, Linde et al., 52 

2006, 2008).  53 

 Several strategies are also possible for the time-lapse inversion of geophysical datasets 54 

(Vesnaver et al., 2003). The approach of separately inverting different time snapshots and comparing 55 

the results does not work in most cases because of the contamination of the inverted models by the data 56 

noise. Sequential time-lapse inversion is generally successful (e.g., Day-Lewis et al., 2002; 57 

Martínez-Pagán et al., 2010; Karaoulis et al., 2011a); however, the result is highly sensitive to 58 

the inversion of the first snapshot of the specific physical process under study. Errors made in the first 59 

tomogram can propagate through the sequence of inverted tomograms and the resulting artifacts can be 60 

substantial. The Active Time-Constrained (ATC) approach of Kim and Karaoulis (Kim et al., 61 
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2009; Karaoulis et al., 2011a, b) offers an alternative and reliable approach to simultaneously 62 

invert a complete time-lapse geophysical dataset using a time-based regularization term into a 63 

generalized cost function to minimize these artifacts.  64 

 Until recently, very few time-lapse joint inversions of geophysical data have been 65 

published. A time-lapse joint inversion algorithm of electrical direct current (DC) resistivity and 66 

georadar data has been developed by Doetch et al. (2010). Their time lapse inversion is based on 67 

the difference in the inverted results (see LaBrecque and Yang, 2001). That is, this approach 68 

minimizes the inverted results differences with respect to a background model separately at each 69 

time step. In our approach, time is introduced to the system and encompasses all the models 70 

investigated during the entire monitoring period. Therefore, in our case, the cost function of the 71 

problem contains a data misfit term corresponding to the entire dataset (i.e., the set of snapshots 72 

over the monitored period of time and the different geophysical methods).  73 

 In the present work, we combine the SCG or CP inversion approaches and the ATC time-74 

lapse inversion to invert cross-hole synthetic data.  We then discuss the advantages in combining 75 

these two approaches together, with a focus for the monitoring of partial saturation changes for 76 

the secondary recovery problem within oil reservoirs.  77 

  78 

Description of the Geophysical Methods 79 

Governing Equations for the DC conductivity problem 80 

In this section, we describe the modeling of the electrical voltage potential, given the 81 

resistivity subsurface structure. The 3-D potential field due to a known DC current injection is 82 

related to the conductivity structure via a 3D Poisson equation for the electrical potential 83 

െ׏ ൉ ሾߪሺݔ, ,ݕ ,ݔሺܸ׏ሻݖ ,ݕ ሻሿݖ ൌ ݔδሺ߇ െ ݕୱሻδሺݔ െ ݖୱሻδሺݕ െ  ୱሻ,                        (1) 84ݖ
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where the point S(xs, ys, zs) denotes a source current injection point where a current of magnitude 85 

I (in A) is injected (I>0) or retrieved (I <0). In equation 1, the electrical potential V (in V) is the 86 

electrical potential field in the space domain (E = -V represents the quasi-static electrical field 87 

in V m-1), σ(x, y, z) = 1/ (x, y, z) denotes the electrical conductivity (in S m-1),  denotes the 88 

resistivity in ohm m, and δ represents the delta function.  89 

 Dey and Morisson (1979) showed that equation 1 can be efficiently solved in the 2.5D 90 

domain using a Fourier transform. The forward and inverse Fourier-cosine transforms for the 91 

electrical potential are defined as:  92 

෨ܸ ൫ݔ, ݇௬, ൯ݖ ൌ ׬ ܸሺݔ, ,ݕ ሻcos ሺ݇௬ݖ
ஶ

଴  93 (2)                                     ,ݕሻ݀ݕ

ܸሺݔ, ,ݕ ሻݖ ൌ ଶ

గ
׬ ෨ܸ൫ݔ, ݇௬, ൯cos ሺ݇௬ݖ

ஶ
଴  ሻ݀݇௬,                                 (3) 94ݕ

respectively, and where ky denotes the wave-number. Applying the forward transform to 95 

equation 1, we obtain the solution for the 2.5D transformed electric potential 96 

െ׏ ൉ ,ݔሺߪൣ ׏ሻݖ ෨ܸ ൫ݔ, ݇௬, ൯൧ݖ  ൅  ݇௬
ଶߪሺݔ, ሻݖ ෨ܸ൫ݔ, ݇௬, ൯ݖ  ൌ ௶

ଶ
δሺݔ െ ݖୱሻδሺݔ െ  ୱሻ.    (4) 97ݖ

We use a 2.5D model below. Equation 4 can be solved with the finite element method (FEM). 98 

The mesh will be based on unstructured triangular elements, where resistivity is assumed 99 

constant in each element, and the electrical potential values vary linearly within each element. 100 

The solution from the FEM provides the electrical potential at each node of the triangles, which 101 

can be transformed into an apparent resistivity. 102 

We discuss now the calculation of the Jacobian matrix J. Like within any inversion 103 

algorithm making use of gradient information, the partial derivatives with respect to the model 104 

parameters, the so-called sensitivities, must be known. These derivatives are of the following 105 

form /ij i jJ V    , where Vi denotes the electrical potential on the node i of the domain, and j 106 
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denotes the conductivity of the j-th cell. A very efficient and therefore common approach to 107 

compute sensitivities in resistivity and electromagnetic inversion problems at the receivers is 108 

based on the principle of reciprocity (see for details Tripp et al., 1984). This requires that each 109 

electrode acts as a source and a receiver, but since the forward problem has to be solved for each 110 

electrode anyway, sensitivities can be obtained with little extra effort. An elegant way of 111 

deriving an appropriate sensitivity expression via reciprocity starts directly from the linear FEM 112 

equations (see Rodi, 1976; Oristaglio and Worthington, 1980 for further details). 113 

The sensitivity 
డ௏೔,೗

డఙೕ
 , corresponding to a potential ௜ܸ,௟ at a node i due to a source at node l, 114 

can be represented as a superposition of potentials ௜ܸ,௠ originated from “fictitious” sources at the 115 

nodes m of the j-th domain element (Sasaki, 1989). Using the "principle or reciprocity", the 116 

values ௜ܸ,௠ can be expressed via electrical potentials ௠ܸ,௜ at the nodes m due to a current Ii at 117 

node i. The yields: 118 

డ௏೔,೗

డఙೕ
ൌ െ ଵ

ூ೔
∑ ∑ ௝ܽ೘೙௡௠ ௠ܸ,௜ ௡ܸ,௟,                                                 (5) 119 

where the double sum is made over all nodes m and n of the respective elements, and ௝ܽ೘೙
 120 

denotes the (m, n)-th of the finite element matrix ሺܭଵೕ
൅ ݇௬

ଶܭଶೕ
ሻ where K1 and K2 denote the 121 

finite element matrices, which depend only on the nodal coordinates and element shape. The 122 

explicit form of those matrices can be found for instance in Tsourlos (1995). 123 

 124 

Governing equations for the seismic problem 125 

 We describe now the forward problem to model the propagation of the seismic wave in 126 

an elastic material. The subsurface is discretized on a grid of nodes. A value of the slowness 127 
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(inverse of the velocity) is assigned to each node. To calculate the travel times of seismic waves 128 

from seismic source to receivers, we solve the Eikonal equation, 129 

( , , ) ( , , )T x y z s x y z 
,
     (6) 130 

with the fast marching method (e.g., Sethian and Popovici, 1999; Rawlinson and Sambridge, 131 

2005; Hassouna and Farag, 2007). In equation 6, T denotes the travel time field and s is the 132 

slowness (inverse of the velocity). In equation 6, the term ( , , )T x y z  can be approximated by a 133 

second-order finite-difference scheme to increase the accuracy of the forward modeling 134 

algorithm. The explicit form of this scheme is presented by Hassouna and Farag (2007) and 135 

Kroon (2011). This yields, 136 

2 2 2max( , ,0) max( , ,0)x x z z
ij ij ij ij ijD T D T D T D T S         (7) 137 

where ,x z
ijD  and ,x z

ijD  are the standard backward and forward finite difference operators, 138 

respectively, at location (i, j) on the grid. The second-order backward and forward finite 139 

difference approximations of a grid between the two wells is given by, 140 

 141 

௜௝ܦ
ି௫ ൌ

ଷ்೔,ೕିସ்೔షభ,ೕା்೔షమ,ೕ

ଶ௱௫
,                                                          (8) 142 

௜௝ܦ
ା௫ ൌ െ

ଷ்೔,ೕିସ்೔טభ,ೕା்೔טమ,ೕ

ଶ௱௫
,                                                          (9) 143 

along the x-axis, respectively. Similar equations can be written along the z-axis.  By substituting 144 

Equations 8 and 9 into equation 7, we get 145 

∑ max ሺଶ
௨ୀଵ

ଷ

ଶ௱ೠ
ሺܶ െ ௨ܶሻ, 0ሻଶ ൌ ௜ܵ௝

ଶ                                            (10) 146 

ଵܶ ൌ min ቀ
ସ்೔షభ,ೕି்೔షమ,ೕ

ଷ
,

ସ்೔శభ,ೕି்೔శమ,ೕ

ଷ
ቁ,                                 (11) 147 

ଶܶ ൌ min ቀ
ସ்೔,ೕషభି்೔,ೕషమ

ଷ
,

ସ்೔,ೕశభି்೔,ೕశమ

ଷ
ቁ.                                (12) 148 

 Sensitivities for the seismic velocities are described by the Fresnel raypath approach 149 

based on the numerical approach developed by Watanabe et al. (1999). Between the source point 150 
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S(xS, yS) and receiver R located in a medium, we add the traveltimes from point S to all nodes P 151 

on the grid (tSP) and the traveltimes from point R to all nodes P on the grid (tRP). For each node 152 

on the grid, subtracting the traveltime from source S to receiver P tSR, yields the residuals δt. The 153 

Fresnel zone raypath is defined as the iso-surface with all residuals δt less than half a period f. In 154 

other words, the Fresnel zone raypath is 1/ (2 )SP RP SRt t t t f     , where f is the main 155 

frequency of the seismic source, which is taken as the peak frequency of the Fourier transform of 156 

the signals recorded at each receiver. By accounting for the time the wave propagation is affected 157 

by heterogeneities proximal to the ray path, the sparseness of the ray distribution is reduced. 158 

Watanabe et al. (1999) proposed a numerical definition of Fresnel volumes, characterized by a 159 

weighting function w, that depends linearly on the delay of the seismic waves expressed as, 160 

 161 

1 2 if 0 1/ 2

0 if 1 / 2

  
  

f t t f
w

t f

 


.      (13) 162 

 163 

The Jacobian matrix J contains the derivatives of travel times with respect to the slowness values 164 

of the grid. Therefore each element of /ij i jJ T S    shows the difference in travel time iT  165 

when slowness in node j is changed by jS . These partial derivatives are given by the following 166 

equation 167 





iPi

j
j

LT
w

S 
,         (14)  168 

1

  k

n

P
k

w ,         (15) 169 

where the wj represent the weight of the parameters, 
iPL  represents the total length of the ray Pi, 170 

and a denotes the total weight for all parameters when the ray Pi is calculated.  171 

 172 

Comparison of the sensitivities for a cross-well problem 173 
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 174 

 We consider two boreholes A and B separated by a distance of 50 meter (see Figure 1). In 175 

both boreholes, we consider that the electrodes for the resistivity problem have a take-out of 4 176 

meters (Figure 1a). On borehole A, we consider a seismic source every 4 meters and in borehole 177 

B, a set of geophones every 4 meters (Figure 1d). The position of the sensors is shown in the two 178 

boreholes in Figures 1a, d, g. 179 

 We compute the sensitivity for the resistivity and seismic problems for the three models. 180 

Model 1 corresponds to a homogeneous earth (resistivity 100 Ohm m and velocity 1 km/s). Note 181 

that seismic velocities can easily be below 1 km/s in unsaturated granular media (Rubino et al., 182 

2011). As expected, resistivity shows higher sensitivity in the areas close to the electrodes while 183 

seismic shows a higher sensitivity in the center part of the model where the density of rays is 184 

higher. Therefore, as already reported in the literature (e.g., Gallardo and Meju, 2004), the 185 

resistivity and seismic problems display complementary sensitivities.  186 

 In Models 2 and 3 (see Figures 1d to 1i), we introduce a layer with properties different 187 

from the background. If we introduce a layer with a higher resistivity than the background, the 188 

sensitivity in this part of the model is lower than for the homogeneous case because the current is 189 

flowing around this layer. If we introduce a higher velocity layer, with respect to the velocity of 190 

the background, the sensitivity in this layer of the seismic method becomes higher than in the 191 

homogenous case (since the waves corresponding to the first arrivals are traveling through this 192 

layer). This exercise demonstrates that the resistivity and seismic methods are sensitive to 193 

different properties changes and a joint inversion is always beneficial because the spatial 194 

distribution of the sensitivities of these methods is complementary to each other. In the following 195 

section "Joint Inversion Strategies", we discuss both the strucctural cross-gradient and the cross-196 
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petrophysical approaches to perform the joint inversion. The choice of these methods will be 197 

discussed further below. 198 

 199 

Joint Inversion Strategies 200 

 Below we present two strategies to perform joint inversion of two geophysical datasets. 201 

These two approaches have been broadly discussed in the recent literature (see recently 202 

Moorkamp et al., 2011).  However, we will use these approaches in a time-lapse sense, 203 

investigating a co-located change in petrophysical properties, or their gradient, such as that 204 

associated with a change of saturation. Whatever the choice of the joint inversion approach, the 205 

joint time-lapse equation presented in the next section "Time-lapse cross-gradient joint 206 

inversion" will be identical. 207 

 208 

The Structural Cross-Gradient (SCG) Approach  209 

 Gallardo and Meju (2003, 2004) proposed a structural joint inversion approach to connect 210 

the property of two physical parameters in the joint inversion of two geophysical datasets. The 211 

assumption underlying this approach is that the physical parameters of the subsurface should 212 

share the same structural similarity at the same position. This approach can be used especially 213 

when there is no general relationship between the magnitudes of the physical properties 214 

themselves (e.g., Moorkamp et al., 2011). Gallardo and Meju (2003, 2004) stated that the 215 

structural differences between two models can be represented mathematically by the vector field 216 

of the cross-product of the gradient of the two physical parameters, which is then used to build 217 

the relationship between these two models parameters. In the present case, we observe the 218 

structural differences of collocated transient changes of the physical parameters, which are used 219 
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to build the same type of relationship. The cross-gradient inversion scheme therefore looks for 220 

finding a general structural similarity between different petrophysical properties (or change in 221 

petrophysical properties) provided by different geophysical methods (e.g., the resistivity and the 222 

seismic velocity in the present case). This method has been successfully used in several studies 223 

for both 2D and 3D problems (e.g., Gallardo et al., 2005; Tryggvason and Linde, 2006; Linde et 224 

al., 2006; Fregoso and Gallardo, 2009). In the present work, we use the P-wave velocity and DC-225 

resistivity data but the approach can be developed for any type of geophysical data including 226 

potential field data (Gallardo, 2007; Gallardo and Meju, 2011; Gallardo et al., 2011).   227 

 The SCG cost function proposed by Gallardo and Meju (2003, 2004) is written as, 228 

,ݔሺࢗ ,ݕ ሻݖ ൌ ,ݔ௥ሺ݉׏  ,ݕ ሻݖ  ൈ ݉׏௦ሺݔ, ,ݕ  ሻ ,                                  (16) 229ݖ

where mr  and ms denote the resistivity and velocity distributions, respectively (defined here in 230 

3D), mr  and ms denote the gradients of the resistivity and velocity, respectively, and "×" 231 

denotes the cross-product operator between two vectors. In the following, we consider a discrete 232 

representation of the gradient to avoid the divergence of the gradient operator for piece-wise 233 

continuous materials. The cross-gradient approach does not need discontinuities of the physical 234 

properties as such. This is an advantage of this approach, which permits the application of the 235 

technique on smoothed models of common use in geophysics. If the resistivity and seismic 236 

models share the same discontinuity, the SCG cost function ࢗሺݔ, ,ݕ  237 ࢗ ሻ is equal to zero (asݖ

corresponds to positive and negative values, we consider only its norm to define a positive "cost" 238 

function to minimize). Based on equation 16, the inversion is therefore seeking to minimize the 239 

cross-product of the resistivity gradient and the P-wave velocity gradient. For the time-lapse 240 

inversion described below, the inversion will seek to minimize the cross-product of the gradient 241 
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of the transient resistivity changes and the gradient of the transient velocity change. We will 242 

justify this approach below directly from the petrophysics.  243 

 In this work, a 2.5-D model is assumed (y denotes the strike direction perpendicular to 244 

the two wells). In this case, Gallardo and Meju (2004) showed that the norm of ࢗ  can be 245 

expressed as,  246 

 247 

,ݔሺݍ ሻݖ ؆ ସ

௱௫௱௭
ሺ݉௥௖ሺ݉௥௖ െ ݉௥௖ሻ ൅  ݉௥௥ሺ݉௦௖ െ  ݉௦௕ሻ ൅  ݉௥௕ሺ݉௦௥ െ ݉௦௖ሻሻ,           (17) 248 

 249 

where the first subscript r or s denotes the cell of the resistivity or velocity model respectively 250 

and the second subscript c, b or r shows the center, bottom or right of each cell of the respective 251 

model (see Figure 2), and Δx and Δz denote the horizontal and vertical dimensions of each cell.  252 

 253 

The Cross-Petrophysical (CP) Approach 254 

In our second approach used for the joint time-lapse inversion, we follow a completely 255 

different philosophy for the joint inversion problem by using the Cross-Petrophysical Approach. 256 

This second approach uses theoretical or empirical relationships between two petrophysical 257 

properties involved in the two geophysical methods (in the present case, resistivity and velocity, 258 

Lee, 2002; Finsterle and Kowalsky 2006, Kowalsky et al., 2006; Colombo et al., 2007; Jegen-259 

Kulcsar et al., 2009).   260 

To include the term corresponding to the cross-relationship into the inversion, we used the 261 

CP cost function.  262 

ࢗ ൌ ሾࡵ െdiagሺ࢘ሻ כ ሿࡵ ቂ
௥࢓
௦࢓

ቃ,                                                        (18) 263 
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where I is the L×L identity matrix (L refers to the number of cells), and r is a L×L diagonal 264 

matrix that expresses the relationships between the two properties, the subscript r and s refers to 265 

resistivity and seismic, respectively, and mr and ms are L×1 vectors corresponding to resistivity 266 

and seismic velocity data, respectively. The cross-petrophysical relationship between the 267 

physical parameters can be determined through site-dependent empirical relationships (based on 268 

laboratory data or downhole measurements) or through theoretical petrophysical models obtained 269 

by upscaling local equations using the same texture (e.g., Revil and Linde, 2006). The CP 270 

approach will be used below in a time-lapse sense and not in an absolute sense, as is used in most 271 

of the previous works (e.g., Moorkamp et al., 2011). 272 

Combined Approaches 273 

 The CP approach can be used to derive cross-physical properties (e.g., Linde et al., 2006) 274 

and alternatively the SCG-approach could be used to determine the degree of structural similarity 275 

in a time-lapse problem to determine for instance a saturation front. These two approaches could 276 

be used together by adding the regularization terms for both the SCG and CP approaches to the 277 

global cost function to minimize. Such a combined approach will be investigated in more details 278 

within a future work. 279 

Time-lapse cross-gradient joint inversion 280 

 We present now the joint ATC algorithm developed by Kim and Karaoulis (Kim et al., 281 

2009; Karaoulis et al., 2011a, b). The rationale for a cross-gradient time-lapse approach can be 282 

discussed for a change of the water saturation over time.  For example, during CO2 sequestration 283 

or water flooding, a change of water saturation yields a change of resistivity (e.g., Archie, 1942; 284 

Waxman and Smits, 1968; Revil et al., 1998; Revil et al., 2011) and a change in the P-wave 285 

velocity (e.g., White, 1975; Rubino et al., 2011). Therefore areas associated with a change in the 286 
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water saturation correspond to areas associated with a collocated change in both the DC 287 

resistivity and the seismic velocity. In some sense, the use of the cross-gradient approach is 288 

therefore even more justified for time-lapse problems than for static problems. This idea is 289 

discussed further below in the section entitled "Rational for the structural joint inversion applied 290 

to time-lapse problem ".  291 

 In our joint 2.5D-ATC approach, the subsurface is defined as a space-time model, which 292 

encompasses all space models during the entire monitoring period. In the same manner, the 293 

entire monitoring data are defined using spatial coordinates plus time. Therefore the subsurface 294 

model X  is sparsely sampled at some pre-selected times and is expressed as 
1[ , , ]T

t
 X = X X , 295 

where ࢄ௜ ൌ ሾࢄ௥௜ ࢄ௦௜ሿ  is the reference resistivity and velocity space model for the ith time step 296 

and t is the number of monitoring times. The data misfit vector is defined in the space-time 297 

domain by the following function,  298 

1ˆ ˆ( ) ( )k kG G d     e = D X D X X                                                  
(19) 299 

In equation 19, the vector D̂  corresponds to the data vector defined in the spatial coordinate 300 

system (3 space coordinates and time) by 
1

ˆ [ , , ]T
tD = d d , where ࢊ௜ ൌ ሾࢊ௥௜ ࢊ௦௜ሿ denotes the data 301 

from the resistivity and seismic surveys at time step i. The term ( )kG X  denotes the forward 302 

modeling response for the resistivity (G1(Xr)) and velocity (G2(Xs)) expressed as, 303 

1

2

( )
( )

( )
rk

s

G X
G

G X

 
  
 

X
                                                          

(20) 304 

and 
1[ , , ]T

td d d X = X X  is the model perturbation vector for both resistivity and velocity, i.e. 305 

1k kd    X = X X , where the superscript k denotes the iteration number.  306 
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Having defined both the data and the model using the 4 coordinates mentioned above, the 307 

modified 2.5D-ATC algorithm will adopt two regularizations in the time and space domains to 308 

stabilize the inversion, as well as an additional regularization for the joint inversion problem. The 309 

objective function G can be expressed by (Zhang et al., 2005; Kim et al., 2009), 310 

TG q      = e e ,                                          (21) 311 

where Ψ and Γ are the two regularization functions for space and time and q denotes the cross 312 

gradient function (equation 16 for the SCG approach) or alternatively the cross-relationship 313 

function (equation 18 for the CP approach). The model parameterization will be in log space for 314 

the resistivity (log Ohm m) and linear space for velocities (expressed in km/s), such that both 315 

petrophysical properties will be on the same order of magnitude. The function Ψ is used for 316 

smoothness regularization in space and expressed as a second order differential operator applied 317 

to the model perturbation vector. The function Γ is used as a smoothness regularization term in 318 

time and it is expressed as a first order differential operator to the space-time model. The two 319 

parameters λ and α are the Lagrangian multipliers for controlling the two regularizations terms 320 

and the parameter ω denotes the Lagrangian multiplier for controlling the cross-gradient or 321 

cross-petrophysical functions. In our approach, the space-domain Lagrangian is expressed as a 322 

diagonal matrix ̂  (Yi et al., 2003) and the time-domain Lagrangian is expressed as a diagonal 323 

matrix ̂  (Karaoulis et al., 2011a, b). 324 

 Using a combination of the structural inversion and ATC inversion, our inversion 325 

algorithm favors updated models that fulfill three criteria (1) they should be smooth in the space 326 

domain, (2) they should be smooth in the time domain, and (3) they should show structural 327 

similarities in both resistivities and velocities changes (SCG approach) or similarities in the 328 

change of the petrophysical properties (CP approach, see the variable q in equation 18). In other 329 
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words, the inversion seeks to find a space-time smooth model where similar changes are 330 

observed from both resistivity and seismic data. The objective function G to minimize is given 331 

by: 332 

 2 2 2ˆˆ ˆ( ) ( ) ( ) ( )
TT T k kG d d d d     = e e X X M X X AM X X .                 (22) 333 

Minimizing G with respect to the model perturbation vector yields the following normal 334 

equations (Kim et al., 2009): 335 

1k k d    X X X ,                                  (23) 336 

   
1ˆ ˆ ˆ ˆ ˆ ˆT T T T T kd

    X = j j C C M AM j DT M AMX  ,                             (24) 337 

where, 338 

ࢀࡰ ൌ ൥
૚ࢀࡰ

ڭ
࢚ࢀࡰ

൩,                                           (25) 339 
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൪,                                                  (26) 340 

for the SCG approach and  341 

࢏ࢀࡰ ൌ ൦

࢏࢘ࢄ૚൫ࡳ
࢑ ൯ െ ࢏࢘ࢊ

࢏࢙ࢄ૛൫ࡳ
࢑ ൯ െ ࢏࢙ࢊ

െ࣓ כ ሺ࢏࢘ࢄ
࢑ െ ݀݅ܽ݃ሺ࢘ሻ כ ࢏࢙ࢄ

࢑ ሻ

൪.                                                  (27) 342 

for the CP approach. ĵ  denotes the joint sensitivity matrix. This matrix is expressed as a block 343 

diagonal matrix 1
ˆ= diag ( ,..., )tj J J  where, 344 

࢏ࡶ ൌ ൦

࢏࢘ࡶ
࢑      ૙

૙      ࢏࢙ࡶ
࢑

࣓ כ ࢏ࢗࡶ
࢑

൪                                                     (28) 345 
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This equation involves the cross-gradient term and ࢏࢘ࡶ
࢑  and     ࢏࢙ࡶ

࢑  denote (n1×L) and (n2×L) 346 

matrices corresponding to the Jacobians for the resistivity and velocity models, respectively at 347 

iteration k at time step i. The L×2L matrix ࢏ࢗࡶ
࢑  involves the partial derivatives of the vector q 348 

defined by equation 16. The parameter L denotes the number of cells. The parameters n1 and n2 349 

denote the number of measurements for the resistivity and seismic data for each time step, 350 

respectively. The explicit form of ࢏ࢗࡶ
࢑  can be found in Gallardo and Meju (2004). The matrix Ĉ  351 

denotes the differential operator in the space coordinates while M denotes the differential 352 

operator in the time domain.  353 

 For the CPA approach, the form of the sensitivity matrix is given by 354 

࢏ࡶ ൌ ቎
࢏࢘ࡶ

࢑   ૙

૙ ࢏࢙ࡶ
࢑   

࣓ כ ࢩ         െ࣓ כ ݀݅ܽ݃ሺ࢘ሻ כ ࡵ

቏.                                                (29) 355 

Finally, note the model parameterization is in log space for resistivities (log Ohm m), and 356 

linear for velocities (expressed in km s-1), so both of them are in the same order of magnitude. 357 

 358 

Rational for the structural joint inversion applied to time-lapse problems 359 

General Formulation 360 

 We have hypothesized that the model changes are structurally coupled for the electrical 361 

conductivity and the P-wave seismic velocity.  Now, we explain some mechanisms for this to 362 

happen within a real field scenario. We consider clayey sand or a clayey sandstone that is water-363 

wet. The conductivity  of the porous material as a function of the water saturation can be 364 

written as (e.g., Jougnot et al., 2010) 365 

1 n V
w w S n

w

Q
s

F s
  

 
  

 
,                  (30) 366 
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where n is the saturation exponent (Archie, 1942), ws  denotes the water saturation ( ws  =1 for 367 

water-saturated porous materials), F (dimensionless) denotes the formation factor, which is 368 

related to the connected porosity  (dimensionless) by Archie's law mF    (Archie, 1942), m 369 

(>1, dimensionless) is called the cementation exponent, w  denotes the conductivity of the pore 370 

water (in S m-1), S  denotes the mobility of the cations of the electrical diffuse layer and 371 

responsible for surface conductivity, and VQ  denotes the excess of charge of the electrical diffuse 372 

layer per unit pore volume. The temperature dependence of the electrical conductivity can be 373 

approximated by  0 0( ) ( ) 1 ( )T T T T     , where   
 0.023°C-1. The conductivity of the 374 

pore is proportional to the total dissolved solids (TDS) of the pore water (the conversion factor 375 

depends on the chemical composition of the pore water and can be in the range 0.54 – 0.96; a 376 

typical conversion at 25°C is (TDS) in ppm = Conductivity in µS/cm × 0.67.  377 

 For time-lapse problems characterized by a change of saturation ws , a change in porosity 378 

, a change in temperature T, and a change in pore water conductivity (corrected for 379 

temperature), the change in the gradient of the conductivity between two times characterized by 380 

a change in the water saturation is given by, 381 

(TDS)
TDSw

w

s T
s T

    


                               
,               (31) 382 

and where the derivatives of the conductivity with respect to the different key-variables are given 383 

by, 384 

1n
w w

w

n
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s F

     
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0( )T
T 
      

.                  (34) 387 

0.67

TDS
n
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F

    
.                  (35) 388 

 We turn now our attention to the seismic P-wave problem. Assuming that the viscous coupling 389 

between the pore water and the solid phase can be neglected, the velocity of the P-waves, are 390 

approximated by the Biot-Gassmann equations (Gassmann, 1951), 391 

2

4
3u

p

G
K

V



 ,       (36) 392 

where the bulk density  (in kg m-3) and the undrained bulk modulus Ku (in Pa) are defined by, 393 

(1 ) s f      ,       (37) 394 
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f s fr fr s f
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
 

  


  
,    (38) 395 

where Kfr and G denote the drained modulus and the shear modulus of the skeleton (both 396 

independent on the water saturation and in Pa), and Ks denotes the bulk modulus of the solid 397 

phase. In unsaturated conditions, we consider that the density of the pore fluid f  and the bulk 398 

modulus of the pore fluid Kf are related to the properties of the gas (subscript g) and water 399 

(subscript w) by the following relationships (Teja and Rice, 1981) 400 

(1 )f w g w ws s     ,                  (39) 401 

11 w w

f g w

s s

K K K


  .                   (40) 402 

The change in the gradient of the velocity can be therefore written as, 403 

TDS
TDS

p p p p
p w

w

V V V V
V s T

s T



          

                      
.               (41) 404 

The seismic velocity dependence on the salinity (last term of equation 41) is pretty small (see 405 

Wyllie et al., 1956, their Figure 3). This effect corresponds to osmotic effects responsible for 406 
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chemio-osmotic poroelastic changes (e.g., Revil 2007). It can be generally neglected except in 407 

shales. 408 

 409 

Monitoring the Secondary Recovery of Oil 410 

 If the porosity change is of poroelastic nature and therefore relatively small, the gradient 411 

change in the conductivity can be approximated by, 412 

w
w

s
s

      
,                  (42) 413 

In other words, changes in saturation and temperature are potentially more important than 414 

changes in porosity in terms of controlling the change in the gradient of the electrical 415 

conductivity. 416 

 The term associated with changes in temperature is vanishingly small in 417 

thermoporoelasticity (it can be computed from the formulation given by McTigue, 1986 for 418 

instance) except in the case of heavy hydrocarbons (Martinez et al., this issue). In poroelasticity, 419 

the term related to variations in porosity (generally through a change in the effective stress) is 420 

expected to be also pretty small by comparison with the first term. For clayey sandstone, Han et 421 

al. (1986) found the following correlation between the P-wave velocity, the porosity, and the 422 

volumetric clay content C (0≤ C ≤ 0.5): VP (km/s) = 5.59 - 6.93  - 2.18 C. This means that a 423 

change of 1% in porosity can be responsible for a change of approximately 70 m s-1 for the P-424 

wave velocity. Conversely, a modification of saturation is responsible for a strong variation on 425 

the P-wave velocity (see Figure 3a). Therefore, 426 

p
p w

w

V
V s

s

 
    

,                  (43) 427 
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which explains why 4D seismic imaging is efficient in monitoring the production of oil and gas 428 

reservoirs. Also, it is known that the saturation dependence of the P-wave velocity tends to be 429 

larger for soft (low velocity) rocks like clayey sandstones. For the secondary recovery of oil by 430 

water flooding, the effect of saturation dominates the response for the P-wave velocity and the 431 

resistivity (see the amplitude of the changes in Figure 3 for the Berea sandstone). In this 432 

situation, the cross-product pV   will be equal to zero. Both the SCG and CP approaches 433 

are expected to work.  434 

 435 

Steam-Assisted Production of Heavy Oil 436 

 The in-situ production of heavy oil in sands consists of many different techniques, of which 437 

Steam Assisted Gravity Drainage (SAGD) and the Cyclic Steam Stimulation (CSS) are common. 438 

These techniques involved an increase of the temperature, an increase of the TDS of the pore 439 

water (by dissolution of some minerals), and a variation of saturation of oil. Martinez et al. (this 440 

issue) are showing the effect of temperature on both the electrical conductivity and the seismic 441 

velocities. The cross-product of the gradient of the change of the conductivity by the gradient of 442 

the change of the seismic velocity is given by: 443 

   TDS
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p p
p w w

w w
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V T s s
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                              

.   (44) 444 

The temperature and TDS gradients are expected to be, at first approximation, colinear with the 445 

change of saturation (from the produced area to the undisturbed reservoir) and therefore, here 446 

again, the cross-product of the gradient of the conductivity change by the gradient of the velocity 447 

change is expected to be minimum. The SCG and CP approaches proposed above are expected to 448 
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work because a relationship between the velocity and resistivity co-located changes associated 449 

with a change in the saturation. 450 

 451 

CO2 Sequestration and Gas Hydrates 452 

 In the case of CO2 sequestration, Myer (2001) has measured substantial change in both 453 

resistivity and P-wave velocity in the laboratory in the presence of CO2 (increase over 100 and 454 

10%, respectively) for the Berea sandstone. The presence of CO2 is therefore expected to create 455 

co-located gradients in both the electrical conductivity and the P-wave velocity and co-located 456 

variations in the electrical conductivity and the P-wave velocity. Therefore both the SCG and CP 457 

approaches are expected to work as well. The same would apply for the production of gas 458 

hydrates as the presence of gas hydrates has both a strong signature on both the seismic velocity 459 

and the electrical resistivity (Guerin et al., 2006).  460 

 461 

Time-Lapse Joint Inversion: Numerical Experiments 462 

Synthetic Problem Test 463 

 We test now our joint time-lapse inversion algorithm on a simple time-lapse problem. 464 

Figure 4a shows a set of 3 snapshots for a moving and deforming target between two wells. We 465 

show in Figure 4b the changes between snapshots 2 and 1 and between the snapshots 3 and 1. 466 

The properties of the heterogeneity and background are similar to the test discussed above. Like 467 

in the previous synthetic case, we use a bipole-bipole array for the DC resistivity (P1 and C1 468 

electrodes in borehole A, P2 and C2 electrode in borehole B) with a total of 1100 measurements. 469 

The synthetic data are contaminated with a 3% noise level. 470 
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 Figures 5, 6, and 7 show the results for independent inversion, time-lapse inversion, and 471 

cross-gradient time-lapse joint inversion, respectively. The blue colors indicate an increase in the 472 

resistivity or seismic velocity while the red colors indicate a decrease. The three types of 473 

inversion reach a data Root Mean Square (RMS) error around 3% at the 5th iteration, which 474 

corresponds to the noise level added to the data (Figure 8 shows that the data misfit function 475 

converges very quickly in two iterations). In each case, the domain where there is a true variation 476 

of the resistivity and seismic velocity is shown by the plain line. We see on this example that the 477 

cross-gradient time-lapse joint inversion improve the results of the inversion in the sense that 478 

there are much less spatial artifacts in the tomograms shown in Figure 7 as compared with the 479 

tomograms shown in Figures 5 and 6. For the joint inversion, the test results seems to show only 480 

a modest improvement: the seismic tomograms seems to get rid of the background noise. Indeed 481 

the seismic and resistivity background noises are spatially dissimilar and therefore filtered out by 482 

the joint inversion. 483 

 Figure 9 shows the model RMS error, that is, the difference between the synthetic and 484 

inversion models, by using independent inversion and the joint time-lapse inversion. Besides the 485 

smaller inversion artifacts, there is a clear improvement in the model RMS error for both 486 

resistivities and velocities models with the time-lapse joint inversion as compared with the 487 

independent inversions. Note that with the time-lapse joint inversion, the recovered modification 488 

in resistivity is on the order of 25 Ohm m while the true variation is on the order of 90 Ohm m. 489 

We cannot however increase further the number of iterations without fitting the noise. This 490 

explains the large model RMS error in the resistivity inversion as compared to the model RMS 491 

error for the velocity inversion as the relative change of velocity is smaller. Figure 10 shows the 492 
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residuals after the 5th iteration, for both apparent resistivities and travel times. These residuals 493 

are very small with respect to the absolute values of the apparent resistivities and travel times. 494 

 495 

Value of the Lagrange Parameters 496 

We first discuss the effect of the temporal variations into the inversion scheme. The 497 

temporal changes are controlled by the matrix A. Large values of the temporal Lagrange 498 

parameter result in unnecessary smoothness over time suppressing real modifications in the 499 

sequence of tomograms. At the opposite, small values of the temporal Lagrange parameter may 500 

produce inversion artifacts. Ideally, entries of the matrix A associated with areas characterized by 501 

significant changes in the petrophysical properties must be assigned low time regularization 502 

values. At the opposite, entries of the matrix A associated with areas characterized by small 503 

variations in the petrophysical properties must be assigned high time regularization values. 504 

Figure 11 displays the time related Lagrange distribution of the sequence of models. Because this 505 

model has three time-steps, only two figures are shown. They corresponds to changes from time 506 

step 1 to time step 2 and variations from time step 2 to time step 3. The areas characterized by 507 

low values of the time Lagrange parameters are in good agreement with areas characterized by a 508 

strong change in the modeled changes of the petrophysical properties (see Figure 4). 509 

 510 

Values of the Regularization Parameters 511 

In our algorithm, there are three regularization parameters affecting the final tomogram, 512 

which include one for the spatial regularization, one for the time-lapse regularization, and the last 513 

one for the joint inversion. Each of the regularization terms is controlled by its corresponding 514 

Lagrange parameters λ, α, and ω. By assigning different weights to each of these parameters, we 515 
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can favor some characteristics of the tomogram. For instance, if we assume that we suspect no 516 

great structural connection between resistivities and velocities, the operator can perform the 517 

inversion with a small value of ω. If large temporal changes are expected, the operator can assign 518 

small values to the matrix A. It is not possible to suggest a global pattern for each individual 519 

case: this pattern should be adjusted based on the experience of the user.   520 

Distribution of the Cross-Gradient function 521 

 We address now the effect of the cross-gradient function on the inversion algorithm. To 522 

illustrate our point, we consider the previous synthetic problem where the resistivity and velocity 523 

distributions are piecewise constants. Large values of the computed cross-gradient values are 524 

observed at the boundaries of the structurally constrained models as expected (see Figure 12). 525 

 526 

Application to Water Flooding for Oil Reservoir Production 527 

 We apply now the time-lapse joint inversion algorithm to a water-flood experiment and 528 

secondary oil recovery in which water is injected in one well and the oil is produced in a second 529 

well. The governing equations, petrophysical relationships for the relative permeability and 530 

capillary pressure are described in Appendix A. The reservoir is simulated with a stochastic 531 

random generator using the petrophysical model described in Revil and Cathes (1999).  532 

Once the saturations are computed at each time step, we compute the velocity and the 533 

resistivity from the water saturation using the properties shown in Figure 3. Figure 13 shows the 534 

porosity and permeability model. The evolution of the saturation over time is shown in Figure 535 

14. Figure 15 illustrates the relationship between velocity and resistivity when a variation in 536 

saturation occurs. The results of Figure 14 and Figure 15 are combined together to compute the 537 

simulated resistivities and velocities for a 6 time-step models (Figure 16). The bipole-bipole 538 
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resistivity and seismic sources and receivers arrays are similar to those described in the previous 539 

synthetic problem (Figure 4). Similar random noise was added to the synthetic data.  In this type 540 

of model, which is characterized by a relatively sharp modification in the petrophyscal 541 

properties, we favored the CP-approach for the joint inversion instead of the SCG approach. The 542 

inverted results are shown in Figure 17a (iteration 7, data RMS error of 3%.). The evolution of 543 

the data error is shown in Figure 17b, and the algorithm converged in few iterations. 544 

Once the resistivity and the velocity have been jointly inverted over the complete 545 

sequence of snapshots, we can see if we can recover the position of the saturation front from the 546 

inverted data. We use the second Archie's law (shown in Figures 3b) to compute the saturation 547 

from the inverted resistivity resulting from the time-lapse joint inversion. The result is shown in 548 

Figure 18a. A contour line for a function of two variables is a curve connecting points where the 549 

function has the same specified constant value. The gradient of the function is always 550 

perpendicular to the contour lines. When the lines are close to each other the magnitude of the 551 

gradient is large and the variation is steep. We develop a simple algorithm to locate the position 552 

of the oil/water interface by looking at the contour line perpendicular to the steepest gradient in 553 

the saturation. The result is shown in Figure 18b and compared to the true position of the 554 

interface. From this figure, it is clear that the kinetics and position of the oil/water interface is 555 

pretty well recovered by our time-lapse joint inversion algorithm.  556 

 557 

Conclusions 558 

 We have proposed a new time-lapse joint inversion approach by combining the structural 559 

cross-gradient (SCG) approach or the cross-petrophysical (CP) approach with the actively-time 560 

constraint (ATC) approach. The two joint inversion approaches are justified when there is a 561 
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variation of the saturation of the pore fluids in the pore space. The combination of the joint 562 

inversion and the ATC approach reduce artifacts due to noise in the data, especially when the 563 

noise is not correlated in time and space. 564 

 For a synthetic cross-well tomography test, we have evaluated the joint time-lapse 565 

inversion of DC resistivity and seismic data, which can be used to improve the monitoring of a 566 

target changing position and shape over time. This was done by generating a sequence of 567 

snapshots showing a target moving between two wells inside a homogeneous background. The 568 

SCG and CP approaches improves the localization of the areas characterized by a gradient in the 569 

resistivity and seismic velocities or simultaneous variations in the material properties, as well as 570 

takes advantage of the different and complementary sensitivities of the DC resistivity and 571 

seismic problems. We show that the joint time-lapse inversion of the resistivity and seismic data 572 

improves the image of the target for cross-well tomography. 573 

 As the time-lapse joint inversion of the geophysical data can yield a set of tomograms 574 

with a higher spatial resolution than independent inversions, this procedure is better suited to 575 

constrain both the parameter estimation process and can provide better information about the 576 

shape of a moving target such as a saturation front. In turn, the estimates of the geophysical 577 

parameters (resistivity and seismic velocities) can be used jointly to obtain a better estimate of 578 

parameters relevant to the problem (e.g., the evolution of the oil and water saturations for a 579 

secondary recovery problem). The evolution of these relevant parameters can be used in a second 580 

inversion problem to determine a second set of properties like for instance the permeability of 581 

the reservoir.  582 
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Appendix A. Multiphase Flow Simulation 593 

 594 

 We consider a clayey sand or sandstone with oil being the non-wetting pore fluid phase 595 

and water being the wetting pore fluid phase. In the following, sw and so denote the water and oil 596 

saturation, respectively ( 1o ws s  ), and swr and sor denote the residual water and oil saturations, 597 

respectively. We consider the two continuity equations for the mass balance of the water and oil 598 

fluid phases (e.g., Pedlosky, 1987): 599 

( )
ˆ( )+( )= o o

o o o o

S
q

t

   
 


u

,    (A1)
 600 

( )
ˆ( )+( )= w w

w w w w

S
q

t

   
 


u

,    (A2)
 601 

where o = 644 kg m-3 and w = 1000 kg m-3 denote the mass densities of oil and water, 602 

respectively, ou  and wu  denote the oil and water Darcy velocities 1(m s ) , respectively,   603 

denotes the connected porosity, ˆoq and ˆwq  are oil and water source volumetric flux in 3 1(m  s ) . 604 

The Darcy velocities ou  and wu  are given by the following Darcy constitutive equations (e.g., 605 

Helmig et al., 1998).  606 
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where 6371o   Pa m-1 and 9900w   Pa m-1 denote the specific gravity for the oil and water, 609 

respectively, k denotes the intrinsic permeability of the porous material (for our isotropic case k 610 

is a scalar expressed in m2), ( )ro ok s  and ( )rw wk s are dimensionless relative permeabilities, non-611 

linear functions of saturations, and pcow denote the capillary pressure function, and 612 
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#D 2.5 m   is the fixed depth change here. The oil pressure is ( )w cow wp p s  where ( )cow wp s  is 613 

water-oil capillary pressure (in Pa), a nonlinear function of water saturation ws . We use the 614 

following expressions for the relative permeabilities and capillary pressure functions (e.g., 615 

Helmig. et al., 1998; Braun et al., 2005; Saunders et al., 2006): 616 
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where *k 0.7ro   *k 0.08rw  , 2wn  3on  , or 0.3s  , wr 0.25s  , o  = 5×10-3 Pa s and w = 620 

0.6×10-3 Pa s denote the dynamic viscosity of the oil and water, respectively, ow  = 18,616 Pa 621 

and ow  = 18,726 Pa. We maintain a constant injection of water at the injection well (Well A in 622 

Figure 13) and a constant pressure at the production well (Well B in Figure 13). So the oil and 623 

water volumetric flux ˆoq and ˆwq  are given by (see Peaceman et al., 1982)  624 
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respectively, where the production pressure is controlled at BHPPp = 0 Pa and WI defines the well 627 

index (Peaceman et al.,1982),  628 
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 We generated the reservoir porosity and permeability using the petrophysical model of 630 

Revil and Cathles (1999) for clay sand mixtures. We define the clay volume fraction v  631 

(dimensionless) and the porosity of a clay sand mixture is given by: (1 )sd v sh       where 632 

0.4sd   denote the porosity of the clean sand end-member and 0.6sh   denote the porosity of 633 

the shale end-member. The permeability is described by  6# /sd sdk k    where sdk  denote the 634 

permeability of the clean-sand end member (2000 mD, 1 mD = 10-15 m2). The spatial distribution 635 

of the volumetric clay content of the sand clay mixture, v , is generated with the SGeMS library 636 

(see Stanford University, Stanford Geostatistical Earth Modeling Software, 637 

http://sgems.sourceforge.net/). We used the following semi-variogram:  638 

2 2

2 2
( , ) 1 exp 3

17 10

x z
x z

  
       

,                  (A11) 639 

where the distances are expressed in meters. The present approach could apply as well to 640 

carbonate rocks but a facies approach would be required to determine the porosity and 641 

permeability.  642 

  643 
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 822 

Figure 1. Sensitivity analysis for DC-resistivity and seismic velocities data. Each method shows 823 

different sensitivities in different areas of the space comprised between the two wells. The upper 824 

boundary is considered to be the air/ground interface.  825 



41 
 

 

 826 

 827 

Figure 2. A 2.5 D grid used to model the resistivity and velocity of subsurface (y corresponds to 828 

the strike direction). The cross-gradient is defined with a three cell grid, at each position, 829 

following the approach developed by Gallardo and Meju (2003, 2004).   830 
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 832 
Figure 3. Influence of water saturation on seismic P-wave velocity and resistivity index 833 

(resistivity at a given saturation divided by the resistivity at saturation in the water phase). a. P-834 

wave velocity (data from Wyllie et al., 1956). b. Resistivity index (Ri = (sw=1)/(sw) sw
-n; data 835 

from Jun-Zhi and Lile, 1990). 836 

  837 
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 838 

 839 

Figure 4. A benchmark of the joint inversion scheme. a. Evolution of a body of resistivity 100 840 

Ohm m and velocity 2 km/s moving inside an homogeneous earth with a background resistivity 841 

of 10 Ohm m and a background velocity of 1 km/s. b. Differences between the three snapshots 842 

(T2 - T1) and (T3-T1).  843 

   844 
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 845 

 846 

Figure 5. Independent inversion. a. and b. Independent inversion of the resistivity and display of 847 

the resistivity changes between time T2 and time T1 (a) and between time T3 and time T2 (b) at 848 

iteration 5. c. and d. Same For the seismic data. The thin black line denotes the true position of 849 

the change (see Figure 4).  850 
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 851 

Figure 6. Independent time-lapse inversion. a. and b. Independent time-lapse inversion of the 852 

resistivity and display of the resistivity changes between time T2 and time T1 (a) and between 853 

time T3 and time T2 (b) at iteration 5. c. and d. Same For the seismic data. The thin black line 854 

denotes the true position of the change (see Figure 4).  855 
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 857 

Figure 7. Joint time-lapse inversion. a. and b. Time-lapse joint inversion of the resistivity and 858 

seismic data and display of the resistivity changes between time T2 and time T1 (a) and between 859 

time T3 and time T2 (b) at iteration 5. c. and d. Same for the seismic data. The thin black line 860 

denotes the true position of the change (see Figure 4). 861 



47 
 

 

 862 

Figure 8. Evolution of the data misfit error with the number of iteration for the joint time-lapse 863 

inversion problem (the inversion is started with a homogeneous model distribution). 864 

  865 
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 866 

Figure 9. Time steps "model %RMS error" for the resistivity (left) and velocities (right) when 867 

using independent inversion (blue line) and the joint time-lapse algorithm (red line). In all time 868 

step models (T1, T2, and T3), the model RMS error is significant lower for the time-lapse joint 869 

inversion approach. This means that the time-lapse joint inversion is better reproducing the true 870 

model changes. 871 

  872 
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 873 

Figure 10. Data residuals for apparent resistivities (left) and travel time (right), for the synthetic 874 

model shown on Figure 4.  875 
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 877 

Figure 11. Distribution of the time-related Lagrange parameter. Low values of the Lagrange 878 

parameter indicate areas where time-related changes are expected.  879 

 880 

 881 

  882 
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 883 

Figure 12. The cross-gradient function for the synthetic model. Large values indicate areas with 884 

high structural similarity between the resistivity and seismic model, which are expected at the 885 

boundary of the piece-wise constant models shown in Figure 4. Note that the synthetic model 886 

(see Figure 4) satisfies to the cross-gradient constraint.  887 

 888 

 889 
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 891 

 892 

Figure 13. Porosity and permeability fields of a sandstone reservoir between two wells for the 893 

flood simulation numerical test.  894 
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 896 

Figure 14. Six snapshots showing the evolution of the oil saturation over time in a 150 m-thick 897 

oil reservoir. The initial oil saturation in the reservoir is 0.75. Oil is considered to be the non-898 

wetting phase.  899 
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 901 

Figure 15. The relationship between resistivity and velocity for changes in the water saturation. 902 

This relationship is determined from the data shown in Figure 3.  903 

 904 

 905 

  906 
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 907 

Figure 16. Simulated 6 time-step resistivity and velocity model, using data from Figure 3. T1 to 908 

T6 corresponds to the six snapshots shown in Figure 14. 909 

  910 
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 911 

 912 

 913 

Figure 17. The inverted time-lapse resistivity and velocity models using the CP-based approach. 914 

The models T1 to T6 corresponds to the six snapshots shown in Figure 14.  915 
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 917 

 918 

Figure 18. Position of the water front. a. Reconstruction of the saturation from the inverted 919 

resistivity. b. Reconstructed and true positions of the oil/water front moving inside the reservoir.  920 


