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Introduction

• Motivation: Monitoring of chemical occurrence 
in various media is critical for understanding the 
mechanisms by which human and ecological 
receptors are exposed to exogenous chemicals. 
Since monitoring studies are expensive, there are 
large gaps in occurrence data for the tens-of-
thousands of chemicals in commerce. To fill this 
gap, predictive models can be used to anticipate 
chemical presence and inform prioritization for 
further study. 
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• To address this lack of negative data, we can 
build augmented models using positive 
unlabeled (PU) learning.

• Apply positive unlabeled learning to other media with insufficient 
negatives

• Test final classification models on data sets from the literature
• Incorporate model predictions into chemical decision-making 

workflows, e.g., prioritization of emerging chemicals of concern in 
drinking water and biosolids

• Multimedia Monitoring Database (MMDB):

o EPA research database of measurements of 
chemical substances in dozens of 
environmental media

o Includes measurements from over 20 public 
data sources

o Contains over 250 million individual data 
records covering over 3200 unique chemicals

• Media Models

o We are using chemical occurrence data from 
the MMDB to train predictive models.

o For each medium, we build a random forest 
model which predicts chemical occurrence 
based on the chemical’s structure.

o We are investigating two main types of 
models:

Classification models
Binary prediction on whether a chemical ever
occurs in the medium. The classification models will 
be the focus of this poster.

Regression models 
Represents “severity” of occurrence. Models 
consider the frequency with which substances are 
detected in the MMDB.

Table 1: The number of chemicals present and 
not present in the MMDB for each medium.  
Media with five or fewer chemicals present 
are highlighted in blue.

o A chemical is considered not present if all 
its measurements are non-detects.

o Detect measurements are disproportionally 
represented in the MMDB.

o Thus, for many media, very few chemicals 
are “not present”. (See Table 1.)

o We consider a chemical to be present in a medium if the chemical has ever been 
detected in that medium (in the MMDB’s records).

• PU learning uses unlabeled substances – these 
are substances outside of the MMDB for which 
we have no occurrence data.

• Likely negatives, selected from the unlabeled 
data, are used to train the final media model.

• Our unlabeled data was selected from the TSCA 
Active Inventory.

• To assess our models’ performance, we look at their out-of-
bag (OOB) predictions. OOB predictions represent the model’s 
performance on chemicals outside the training set.

Case Study: PU learning applied to build model for blood
• We used PU learning to train an augmented blood model.

Figure 3: Histogram of out-of-bag predictions of the final 
augmented blood model and the y-randomized blood model.

• The OOB predictions of the augmented blood model are much 
more accurate than those of the models trained on y-randomized 
(permuted) data. This indicates a generalizable model.
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Figure 2: Out-of-bag error for non-augmented media models. 
For some media, non-augmented models could not be built 
due to insufficient negative data.

Figure 1: Illustration of how positive 
unlabeled (PU) learning is used to identify 
negative data for the media models.

• Results indicated we could build good models for media 
with sufficient negatives

• PU learning can be used to address remaining models

• Random forest classification models for occurrence were built for media using data from 
MMDB
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