A spatio-temporal prediction model based on support vector machine regression: Ambient Black Carbon in three New England States
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Abstract

Fine ambient particulate matter has been widely associated with multiple health effects. Mitigation hinges on understanding which sources are contributing to its toxicity. Black Carbon (BC), an indicator of particles generated from traffic sources, has been associated with a number of health effects however due to its high spatial variability, its concentration is difficult to estimate. We previously fit a model estimating BC concentrations in the greater Boston area; however this model was built using limited monitoring data and could not capture the complex spatio-temporal patterns of ambient BC. In order to improve our predictive ability, we obtained more data for a total of 24,301 measurements from 368 monitors over a 12 year period in Massachusetts, Rhode Island and New Hampshire. We also used Nu-Support Vector Regression (nu-SVR) – a machine learning technique which incorporates nonlinear terms and higher order interactions, with appropriate regularization of parameter estimates. We then used a generalized additive model to refit the residuals from the nu-SVR and added the residual predictions to our earlier estimates. Both spatial and temporal predictors were included in the model which allowed us to capture the change in spatial patterns of BC over time. The 10 fold cross validated (CV) R^2 of the model was good in both cold (10-fold CV R^2 = 0.87) and warm seasons (CV R^2 = 0.79). We have successfully built a model that can be used to estimate short and long-term exposures to BC and will be useful for studies looking at various health outcomes in MA, RI and Southern NH.
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Introduction

Fine ambient particulate matter (with an aerodynamic diameter of 2.5 μm - PM$_{2.5}$) has been widely associated with multiple health effects including cardiovascular and lung-cancer mortality following both chronic (Dockery et al., 1993; Krewski et al., 2009; Lepeule, Laden, Dockery, & Schwartz, 2012; Pope et al., 1995) and acute (Analitis et al., 2006; Joel Schwartz & Marcus, 1990) exposures. As it is composed of a mixture of heterogeneous substances, efficiently mitigating PM$_{2.5}$ hinges on understanding the health effects of components arising from different sources. In particular, particles arising from fuel combustion have been independently associated with mortality (Laden, Neas, Dockery, & Schwartz, n.d.; Ostro, Feng, Broadwin, Green, & Lipsett, 2007).

Black Carbon (BC) has been identified primarily as a marker of diesel traffic, followed by general traffic with minor contributions from biomass combustion in the U.S. (Sasser, 2012). Time-series studies, which rely on daily exposures at one or several central monitors have shown associations with respiratory (Bremner et al., 1999), cardiovascular (CVD) and total mortality (Maynard, Coull, Gryparis, & Schwartz, 2007). While time-series studies look at the effect of acute exposures, other studies have also shown an association between chronic BC exposure and each of increased blood pressure (J. Schwartz et al., 2012), faster rates of lung function decline (Lepeule et al., 2014), impaired cognitive function (Power et al., 2010), and all-cause, cardiovascular, lung cancer and cardiopulmonary mortality (Beelen et al., 2008; Filleul et al., 2005; Smith et al., 2009).

However, relying on central monitors rather than individual level exposures leads to high exposure misclassification as there is spatial variability in concentrations (Clougherty, Wright, Baxter, & Levy, 2008; Künzli et al., 2005). While individual exposures may be determined through the use of personal monitoring devices, this limits sample size and duration of follow-up. Using personal monitors, Jansen et al. (2005) collected exposure data of 16 participants for 2 weeks and found an association between BC exposure and increased airway inflammation among asthmatics.

Another approach to estimate individual exposures is Land Use Regression (LUR) (Hoek et al., 2008; Ryan & LeMasters, 2007). LUR models, which account for spatial variability by using data on spatial predictors of emissions to predict exposure, are able to capture variations in exposure among study participants residing in different locations.

Several previous land use regression models were based on short duration intensive monitoring campaigns which could result in insufficient temporal resolution.

If pollution controls such as Diesel fuel composition and retrofit of particle filters on buses reduce exposure in areas heavily impacted by Diesel buses, but not elsewhere, the spatial pattern can change over time, and an LUR model will typically fail to pick up such spatio-temporal changes. Changes in traffic patterns and density over time can similarly produce changes in the spatial distribution of BC. Moreover, if the year with the intensive monitoring campaign had atypical weather, such as an unusual number of inversions, or more or less transported BC than usual due to differences in the tracking of weather fronts and prevailing
winds, the estimated spatial distribution over the entire study period may not adequately reflect the spatial distribution at any given time.

This year to year variability in meteorology can be accounted for by obtaining multiple years of daily BC measurements, and including interaction terms between land use terms (that are surrogates for BC emissions) and mixing height and wind speed. Such terms model how concentrations vary for a given amount of emissions. Resulting exposure estimates are valuable for examining shorter term effects of BC on acute events (blood pressure etc.) as well as reflect change in the spatial distribution of BC in that year resulting from meteorology. Moreover, if BC measurements are available for many years, LUR models can capture the impact of changes in fuel and pollution controls, which will improve predictions by better capturing spatio-temporal variation in BC levels.

We previously fit such a model predicting black carbon in for the years 1999–2004 in the greater Boston area (Gryparis, Coull, Schwartz, & Suh, 2007). Subsequently, resulting exposure predictions have been used to show an association with a variety of health outcomes in Boston-area cohorts, including: increased blood pressure (Alexeiff et al., 2011), atherosclerosis (Wilker et al., 2013) and decline in cognitive function (Power et al., 2010; Suglia, Gryparis, Wright, Schwartz, & Wright, 2008).

Despite evidence generated by studies using existing BC predictions, they have some limitations. First, due to the moderate size of the data set spanning over four years, the data did not support very large models that allowed for complex spatio-temporal patterns likely present in the true pollution fields. Second, again due to the modest number and location of the available BC monitors over a decade ago, the range over time and space over which the model can produce reliable estimates is limited to the greater Boston area of the model. Therefore, now that more data is available, more advanced models incorporating nonlinear terms and higher order interactions, with appropriate regularization of parameter estimates, would likely improve prediction. In addition, New England is home to a large number of cohort studies that offer the opportunity to examine novel outcomes and biomarkers that provide evidence about the biological pathways responsible for observed health effects.

Hence, we expanded the geographic area of the original model by adding data from three states: Massachusetts, New Hampshire and Rhode Island, updated monitoring data up to and including 2011, and applied machine learning techniques that allow for complex and nonlinear relations between predictors and BC.

Unlike prediction using regression modeling, machine learning does not require that we make any assumptions regarding the functional form of the relationship between predictors and the variable of interest. Instead, machine learning uses the data provided and, within the limiting parameters specified, builds the prediction model. The model we chose to use; nu-Support Vector Regression has been demonstrated to predict ambient air pollutants with good generalizability (Hajek, 2015; Lu & Wang, 2005; Sotomayor-Olmedo et al., 2013) and is discussed in further detail below.

One limitation of the nu-SVR approach is that while it captures all possible interactions, it only partially captures nonlinearity. Generalized additive models (GAM) on the other hand...
can capture complex nonlinear relationships through smooth terms. This approach can be thought of as simple gradient boosting. Gradient boosting has been used in machine learning techniques like random forests to find the best fitting model by iteratively fitting a new model to the error from previous models (Natekin & Knoll, 2013). Fitting multiple relatively weak models can yield a better fit than one strong model. Here we implemented a simple form of this technique and boosted the power of our nu-SVR model using a second weaker model.

Our goal is to employ this approach to generate exposure predictions with greater predictive power than in previous models for Black Carbon levels.

**Data and Methods**

**Monitoring data**

In order to capture the spatial and temporal variability of ambient Black Carbon (BC) in the study area of interest, we added measurements from the greater Boston area, Cape Cod, Western and Central Massachusetts in addition to Rhode Island and New Hampshire from 2000 to 2011. To improve our ability to separate spatial, temporal, and spatio-temporal variability in BC levels, we focused on adding locations with a large number of repeated measurements. In total, monitoring data was obtained from five sources described below. A total of 24,301 observations were included from 368 unique monitoring locations (see Figure 1 for a map of monitors). The mean BC concentration was 0.59 μg/m$^3$ with a standard deviation of 0.42 μg/m$^3$ and a maximum of 3.25 μg/m$^3$.

**Sources of Measurements**—As part of a [National Institute of Environmental Health Sciences](https://www.niehs.nih.gov) (NIEHS) funded study, we carried out measurements at 53 sites between 2006 and 2008 around the Boston area, which were selected based on gaps in previous spatial measurements. We obtained 2798 24-hour measurements using an Aethalometer® (Model AE-16 by Magee Scientific Corp.).

The [Northeast States for Coordinated Air Use Management](https://www.nescaum.org) (NESCAUM) conducted a monitoring study to look at the spatial variability of pollution generated from traffic sources in the Boston area between 1999 and 2003 (Allen, 2014). BC was measured using an Aethalometer at 12 sites. This study provided 4767 24-h observations.

The [Interagency Monitoring of Protected Visual Environments](https://improve.cira.colostate.edu) ("IMPROVE") is a network of monitor sites in national parks and wilderness areas, that measures Elemental Carbon (EC) via thermal/optical reflectance. We obtained 2478 24-hour measurements from the Quabbin Summit and Cape Cod locations from 2001 to 2011.

The [U.S. Environmental Protection Agency](https://www.epa.gov) (EPA) requires states to monitor PM2.5. Teflon® filters used to collect 24-hour PM$_{2.5}$ ambient measurements throughout MA and Southern NH were obtained from the state environmental agencies, and we analyzed them for BC using a smokesheen reflectometer (EEL Model M34D by Diffusion Systems Ltd). Reflectance was transformed to absorption coefficients according to ISO 9835. We obtained 6073 measurements from 23 sites in MA and 591 measurements from 7 sites in Southern
NH for the years 2000 – 2011. We also obtained a total of 7285 Aethalometer BC observations from the RI Department of Environmental Management, from 7 sites between 2005 and 2011.

The Normative Aging study (NAS) is a longitudinal study of aging established by the Veterans Administration in 1961. We conducted indoor exposure monitoring between 2006 and 2010 at the homes of study participants. Measurements were taken in the main activity room of participants’ homes over the period of one week using a Teflon® filter and BC was also estimated using the smokestain reflectometer mentioned above. In order to approximate ambient BC from indoor measurements, we estimated the penetrance of outdoor pollutants by dividing weekly average ambient sulfate concentrations (which we measured at a site located on the roof of the Harvard T. H. Chan School of Public Health; HSPH) by indoor sulfate concentrations (estimated using X-ray fluorescence), and multiplied this by the indoor BC concentrations as follows:

\[
BC_{\text{out}} = BC_{\text{in}} \times \frac{S_{\text{out}}}{S_{\text{in}}}
\]

From this study we obtained 309 weeks of measurements at 262 addresses.

Spatial predictors

Proximity to transportation

We calculated distance to rail and identified the nearest type of rail service using the U.S. census topologically integrated geographic encoding and referencing system (TIGER) rail shapefiles. Type of road and traffic density data were obtained from the U.S. Department of Transportation Federal Highway Administration Highway Performance Monitoring System (HPMS). Distance to bus routes and length of bus routes within 50 and 100 m buffers was extracted using shapefiles from: Rhode Island Geographic Information System (RIGIS), (2014), the Southern New Hampshire Planning Commission (Kizak, 2014) and the Massachusetts Bay Transit Authority (“MassGIS Data - MBTA Bus Routes and Stops,” 2012). Distance to nearest truck route in meters was estimated using the Freight Analysis Framework (FAF) Network machine-readable data files. Finally, a visual inspection of satellite imagery from Google Earth was carried out to manually classify roads as surface, above surface-or subsurface. This was to control for overestimation of the impact of traffic when an address was close to a major road that is either underground or far above ground.

Topographical characteristics

We obtained elevation data from the national elevation data set (NED) (Maude, 2007) and calculated distance to coast using ArcGIS version 10.2.2 (ESRI, Redlands, CA).

Percentage surface water area within 2 and 10 km radii was also calculated in ArcGIS using surface water shapefiles from RIGIS (2014), the Shuttle Radar Topography Mission (SRTM) Water Body Data Files (Farr et al., 2007) and the Massachusetts Office of Geographic Information (MassGIS, 2012)
Neighborhood characteristics

We obtained percentages of land use according to three land use categories based on the United States Geological Survey (USGS) National Land Cover Dataset (NLCD) (Homer et al., 2004): low development, high development and impervious surfaces. Population density and percentage fuel use (oil, coal, electricity, wood, and solar) were available at the census block group level in the 2000 U.S. Census (US Census Bureau).

Temporal predictors

Temperature, wind speed, visibility, dew point, sea-level pressure, and relative humidity were obtained through the National Climatic Data Center (NCDC, n.d.). We retrieved data from the closest weather station to a given monitor that has non-missing data for these variables. Wind direction and daily height of the Planetary Boundary Layer (PBL) were obtained from the from the NOAA Reanalysis Data (Kalnay et al., 1996), available publicly at a spatial resolution of 32×32 km. The boundary layer strongly influences the dispersion of local pollutants and their concentration in the atmosphere (Angevine et al., 2013).

We also used average daily BC and PM$_{2.5}$ concentrations at the site located on the roof of the HSPH and operated by the HSPH Department of Environmental Health as temporal predictors. This has provided daily data since 1998. Furthermore, we included indicator variables for year, month, and weekday.

All temporal predictors with daily values were averaged over a week for NAS indoor measurements in order to match the week over which BC was measured.

Statistical methods

In order to make the measurements obtained using different methods comparable we carried out season specific calibrations using data from the abovementioned site located on the roof of the HSPH which provides concurrent EC, aethalometer and reflectance observations. EC and reflectance measurements were regressed separately against aethalometer data and an indicator variable for Year for both cold and warm seasons. We then adjusted the reflectance and EC measurements using regression-derived coefficients for each measurement method and each season. We then built our prediction model using nu-Support Vector Regression (nu-SVR) in R (version 3.0.1) with package e1071.

The support vector method was initially developed for classification problems and then extended to regression by Vapnik (Vapnik, 1995). The model is described in detail in Appendix (A) and elsewhere (Smola & Schölkopf, 2004; Vapnik, 1995), but in brief the line of best fit is estimated in the following three steps:

*Mapping the data* into a multidimensional feature space with the use of a kernel function. In the transformed space, linear relationships are estimated between the predictors and the variable of interest which appear as curves in the non-transformed covariate space, as shown in panel (a) of Figure 2. This transformation accounts for the non-linear relationships between predictors and the outcome, in this case BC levels.
We used a Gaussian radial basis function (RBF) kernel:

\[ K(x, x') = \exp(-\gamma|x - x'|^2), \]

where \( \gamma = \frac{1}{2\sigma^2} \) and \( x \) and \( x' \) are vectors of the predictors for each day for each location. Note that the expansion of the quadratic function within this Gaussian kernel contains nonlinear and product terms between all of the variables. Incorporating interactions was essential in allowing the effect of spatial variables to vary over time in our model.

Gamma controls the smoothness of the curves being fit to the data, and also determines how strongly those nonlinear relationships and interactions are penalized towards zero.

**Specifying allowable error**

In nu-SVR, a user defined variable named “nu” determines what percentage of observations can be estimated with error. Incorporating nu effectively treats small errors in prediction as ignorable and produces a model that has better performance in terms of reducing larger errors and therefore avoiding overfitting. This can be thought of as placing a “tube” around the regression line where any observations lying within the tube are ignored (see Figure 2 panel b). The prediction error of observations outside the tube is then minimized – these observations are known as support vectors.

**Incorporation of a ridge penalty**

Incorporation of a ridge penalty which minimizes the prediction error but simultaneously puts a penalty on the coefficients. This results in coefficient shrinkage which also prevents overfitting. Therefore a large number of correlated predictors can be input into a nu-SVR and the model will use data only from those that improve performance.

We used the Gaussian kernel and selected gamma by running 10 fold cross validation using multiple values and then selecting the value which gave the highest cross validated \( R^2 \). Nu was also selected by running 10 fold CV using multiple values and selecting one that produced the highest cross validated \( R^2 \).

To account for the seasonal variability in meteorological variables and BC emission patterns, the model was run separately in cold (November to April) and warm (May to October) seasons. Longitude and latitude were also added, so that the model could incorporate spatial variability, in particular differences in predictive ability of a given land use or meteorological covariate across space.

We then carried out simply gradient boosting by taking the residuals from the nu-SVR model and testing whether or not they were still associated with any of our explanatory variables using a GAM. Significant variables and smooth terms were incorporated and the predicted residuals from this model were then added to our nu-SVR predictions.
Finally, in order to evaluate model fit, first we calculated the $R^2$ between predicted and observed concentrations. We then applied 10-fold cross validation (10-fold CV) which comprises: splitting the data into 10 equal parts, removing one tenth of the data and using the remaining observations to train the model and then testing the model on the excluded observations. This was repeated 10 times, each time excluding one tenth of the data and the Pearson $R^2$ between observed and predicted values was averaged over the ten testing sets. We chose 10 fold cross validation rather than leave one out validation as it allows us to exclude multiple locations and multiple days and is thus a fairer test. It also shows us if our model has been overfit if it performs poorly in the left-out data.

We also carried out sensitivity analyses in order to see the effect of removing any single study from the data by excluding one study at a time, training the model and then testing it on data from the left-out study. In addition, we evaluated how well the model captures temporal variance by taking the difference between the daily concentrations and the annual means of both predicted and observed values at each monitor and then regressing the former against the latter. We were able to do this for all years except for 2000 which had only 310 observations. We also evaluated how well the model captures long-term exposures by separating out the spatial component of BC at each monitoring location using a regression model to remove the temporal variation and isolate that spatial component. Specifically, we regressed daily monitored values against indicator variables for each day of the week in each week of the year in each year, and indicator variables for each monitor. The coefficient for each monitor captures the average spatial contrast between monitors, since temporal variations have been removed.

Then, we took our prediction model, and predicted black carbon concentrations at each monitor, for the years each monitor operated. We averaged those predictions over the year or years. This captures the long term spatial pattern of the predictions from our model. Finally, we regressed the spatial contrast in monitor values (from the first regression) against the mean predictions from our model.

**Results**

Our calibration adjusted values had a mean of 0.63 μg/m$^3$, a maximum of 4.46 μg/m$^3$ and a standard deviation of 0.42 μg/m$^3$.

For our model, the agreement between observed and nu-SVR predicted ambient BC was good in both cold (10-fold CV $R^2 = 0.73$) and warm seasons (CV $R^2 = 0.75$). After adding predicted residuals to nu-SVR predictions, the 10-fold CV $R^2$ increased to 0.87 for cold and 0.79 for warm.

Figure 4 shows plots of predicted and observed values. The slope of the relationship between observed and nu-SVR predicted values was 1.1. in the cold season and 1.08 in the warm season. The slope of the relationship between observed and residual-adjusted predictions was 1.07 in the cold season and 1.02 in the warm season.

Figure 3 shows the spatial pattern of predicted BC on four days in 2007: one day from each season, namely; February 18th, April 18th, July 21st and October 18th on a 200 m grid. The
maps depicting February 18th and July 21st, which were a Sunday and Saturday respectively, show reduced spatial variability and much lower BC concentrations compared to the other two dates, which were weekdays. Furthermore, concentrations are much higher on October 18th compared to April 18th which are both weekdays, as the low planetary boundary layer (PBL) on this day in October reduces the dilution of air pollutants. In contrast, the higher PBL value combined with higher wind speed on the date chosen for April increases pollutant dispersion and leads to lower predictions (Table 1.) In addition, concentrations are higher near major roads, particularly those with heavy bus traffic.

Figure 4 shows the trend in annual BC concentrations at different proximities to both truck routes and bus routes, at addresses of NAS participants. It appears that BC concentrations have declined more at addresses near truck routes compared to addresses that are further away, indicating spatial variability in rates of decline. For example, as emissions standards have become stricter, the effect of distance to truck route on observed concentrations has diminished over time.

On the other hand, exposures at locations within 140m of a Regional Transit Authority bus route seem only slightly higher than exposures that are 7630 m away of more and this difference shrinks in 2004 and 2007. As expected, concentrations near bus routes declined around 2002 when the MBTA bus fleet underwent several changes including the switch to low sulfur diesel fuel and installation of particulate matter filters in older vehicles (MBTA Scorecard, 2009). The second declining trend occurs after 2005 when major road structure changes were completed in Boston. PM emissions from buses also declined steeply during this time (MBTA Scorecard, 2009).

**Sensitivity Analysis**

The R² in the left out studies are shown in Table 2. We can see that predictions remained relatively good (R² of approximately 0.8) regardless of which study was left out indicating that our results are not driven by data from one study even though the collection methods were different.

The results of the temporal cross validation also showed a good fit with R² values ranging from 0.70 to 0.86 (see Table 3). The spatial cross validation yielded an R² of 0.91 which indicates that our model captures long-term exposures quite well.

**Discussion**

We have generated daily estimates of ambient BC in MA, RI and Southern NH from 2000 to 2011. This model builds on our previous BC model (Gryparis et al 2007), not only by expanding the geographic region but also by introducing several improvements. First, we added more monitors with repeated measurements to better capture temporal variability at different locations. Second, we also used machine learning, specifically a nu-SVR regression in order to better incorporate interactions and nonlinearities in the relationships between predictors and BC, and to address the erratic predictions at model boundaries of the previous model. The use of nu-SVR also enabled us to include interactions between all spatial and temporal terms without overfitting, as regularization shrinks the coefficients of terms that are
not important. Interactions also allow for the effect of spatial variables to vary over time, since SVR allows these spatial variables to interact with indicator variables for year, month and weekday, which reflects real world changes. The further use of a GAM to predict the residuals improves the fit of the model and complements the nu-SVR approach.

When comparing the performance of this model applied in New England with other land use regression models applied elsewhere using detailed spatial monitoring data (Brauer et al., 2003; Eeftens et al., 2012; Urman et al., 2014), it is important to emphasize that the time frames considered in the various studies vary widely and make direct comparisons difficult. For instance, while existing studies reported cross validated $R^2$ values from 36 up to 95%, data was only collected over a period of 3 years in the ESCAPE (European Study of Cohorts for Air Pollution Effects) study (Eeftens et al., 2012), 13 months in the California study (Urman et al., 2014) and up to 16 months in the Brauer study. Therefore, when these models are used to extrapolate exposures to future years, they will likely overestimate exposure (as ambient concentrations have been declining steadily), and past exposures will likely be underestimated for the same reason. This introduces exposure error into epidemiologic studies using such models.

Our use of monitoring data for over a decade, and allowing for interaction between all land use predictors and year of study, captures spatio-temporal variability in exposure that was not captured effectively by previous models. In addition, most previous models can only predict long-term exposures (i.e. annual or 8 week average), while our model can predict daily concentrations which will allow studies that use these data to look at the effects of both short and long-term exposures.

Other models (Crouse et al., 2016; Li, Henze, Jack, Henderson, & Kinney, 2016) which included data over a long period of time, did not use directly measured BC. Rather, the outputs from GEOS-chem chemical transport model and remote sensing data on aerosol optical depth were used to generate estimates over a large area (resolution of 10×10 km).

While our model has the advantages discussed above, it also has some limitations. Although we did add observations in Cape Cod by using residential monitors from NAS indoor data and data from the IMPROVE site, there was a lack of monitors with a large number of repeated measures. We also do not have many available monitors in Western MA. Therefore there exist a few areas with sparse monitor coverage. This may be partly offset by our inclusion of longitude and latitude in the model, which enabled us to capture patterns of emissions rendering spatially homogenous areas distinct. Another limitation is that BC was measured by several methods; we attempted to account for this by calibrating reflectometer and thermal/optical measurements to aethalometer readings.

In summary, we have successfully built a model that can be used to accurately estimate short and long-term exposures to BC and will be useful for studies looking at various health outcomes in MA, RI and Southern NH.

Acknowledgments

We thank Liuhua Shi who prepared land use data for the creation of the maps used in this paper.
Statement of funding

Supported by the Harvard Environmental Protection Agency (EPA) Center Grant USEPA grant RD-83479801, USEPA grant RD-83587201 and NIEHS P30-ES00002. Its contents are solely the responsibility of the authors and does not necessarily represent the official views of the USEPA or NIEHS. Furthermore, USEPA does not endorse the purchase of any commercial products or services mentioned in the publication.

References


Highlights

- Ambient Black Carbon has many health effects, good exposure assessment is needed
- We used data from 368 monitors from Massachusetts, Rhode Island and New Hampshire
- Predictors included 24,301 measurements over 12 years plus spatial and temporal terms.
- Nu-Support Vector Regression and a generalized additive model were applied for prediction
- 10 fold cross validated $R^2$ was good in cold (0.87) and warm seasons (0.79)
Figure 1.
Locations of the 368 monitor sites
Figure 2.
Duration of monitoring in each of the studies
Figure 3.
Graphic representation of nu-Support Vector regression
Figure 4.
Relationships between the observed-predicted BC concentrations in cold and warm periods.
Figure 5.
Maps of predicted Black Carbon concentrations in $\mu$g/m$^3$ on four different days in 2007.
Figure 6.
Changes in mean annual Black Carbon concentrations in μg/m³ at selected residential locations
### Table 1

Weather conditions on days with mapped concentrations

<table>
<thead>
<tr>
<th>Date</th>
<th>Temperature (°F)</th>
<th>Wind Speed (knots)</th>
<th>Visibility (miles)</th>
<th>Relative Humidity (%)</th>
<th>Dewpoint (°F)</th>
<th>Sea Level Pressure (mbar)</th>
<th>Height of the Planetary Boundary Layer (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>02/18/07</td>
<td>26</td>
<td>6</td>
<td>9</td>
<td>57</td>
<td>13</td>
<td>1004</td>
<td>777</td>
</tr>
<tr>
<td>04/18/07</td>
<td>40</td>
<td>11</td>
<td>6</td>
<td>87</td>
<td>37</td>
<td>1006</td>
<td>1153</td>
</tr>
<tr>
<td>07/21/07</td>
<td>68</td>
<td>7</td>
<td>10</td>
<td>61</td>
<td>54</td>
<td>1014</td>
<td>924</td>
</tr>
<tr>
<td>10/18/07</td>
<td>60</td>
<td>3</td>
<td>5</td>
<td>85</td>
<td>55</td>
<td>1015</td>
<td>455</td>
</tr>
</tbody>
</table>
Table 2

R² and Slope between predicted and observed values for each held out study

<table>
<thead>
<tr>
<th></th>
<th>EPA</th>
<th>IMPROV</th>
<th>NSCA</th>
<th>PPG2</th>
<th>RI</th>
<th>NAS</th>
</tr>
</thead>
<tbody>
<tr>
<td>R²</td>
<td>0.81</td>
<td>0.88</td>
<td>0.81</td>
<td>0.81</td>
<td>0.78</td>
<td>0.84</td>
</tr>
<tr>
<td>Slope</td>
<td>1.24</td>
<td>1.15</td>
<td>1.25</td>
<td>1.24</td>
<td>1.26</td>
<td>1.19</td>
</tr>
</tbody>
</table>
Table 3

R² between predicted and observed differences from the mean by year

<table>
<thead>
<tr>
<th>Year</th>
<th>R²</th>
</tr>
</thead>
<tbody>
<tr>
<td>2001</td>
<td>0.70</td>
</tr>
<tr>
<td>2002</td>
<td>0.73</td>
</tr>
<tr>
<td>2003</td>
<td>0.71</td>
</tr>
<tr>
<td>2004</td>
<td>0.75</td>
</tr>
<tr>
<td>2005</td>
<td>0.77</td>
</tr>
<tr>
<td>2006</td>
<td>0.74</td>
</tr>
<tr>
<td>2007</td>
<td>0.77</td>
</tr>
<tr>
<td>2008</td>
<td>0.73</td>
</tr>
<tr>
<td>2009</td>
<td>0.79</td>
</tr>
<tr>
<td>2010</td>
<td>0.82</td>
</tr>
<tr>
<td>2011</td>
<td>0.86</td>
</tr>
</tbody>
</table>