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SUMMARY

Disease incidence or disease mortality rates for small areas are often displayed on maps. Maps of raw rates,
disease counts divided by the total population at risk, have been criticized as unreliable due to non-constant
variance associated with heterogeneity in base population size. This has led to the use of model-based Bayes
or empirical Bayes point estimates for map creation. Because the maps have important epidemiological and
political consequences, for example, they are often used to identify small areas with unusually high or low
unexplained risk, it is important that the assumptions of the underlying models be scrutinized. We review the
use of posterior predictive model checks, which compare features of the observed data to the same features
of replicate data generated under the model, for assessing model fitness. One crucial issue is whether extrema
are potentially important epidemiological findings or merely evidence of poor model fit. We propose the use
of the cross-validation posterior predictive distribution, obtained by reanalysing the data without a suspect
small area, as a method for assessing whether the observed count in the area is consistent with the model.
Because it may not be feasible to actually reanalyse the data for each suspect small area in large data sets,
two methods for approximating the cross-validation posterior predictive distribution are described. Copyright
© 2000 John Wiley & Sons, Ltd.

1. INTRODUCTION

Disease incidence or disease mortality rates for a collection of geographic areas are commonly
displayed on maps. For example, one might see a map of cancer incidence rates for counties in
the United States. Maps of raw rates, defined as disease incidence or mortality counts divided by
at-risk population, have been criticized as unreliable due to non-constant variance associated with
heterogeneity in at-risk population sizes. This has led to the suggestion that model-based Bayes or
empirical Bayes point estimates be used to create maps [1-8], often maps of relative risk. Because
such maps have important epidemiological and political consequences, it is important that the
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assumptions of the underlying models be scrutinized. For example, it is often of interest to identify
regions corresponding to extremely high or low unexplained risk of disease, and, consequently, it
is important to determine whether observed extrema among the estimated risks are too large (or
too small) to have occurred by chance under the model. If the observed value is too large (or too
small), then the model is incorrect either because an important (maybe undiscovered) risk factor
has been omitted or because one of the statistical assumptions is inappropriate. In the former case
we should investigate the site in question, whereas in the latter case respecification of the model
is the remedy. There is a potential problem in that we may end up always blaming the statistical
assumptions of the model for the existence of extreme values and consequently fail to investigate
potentially interesting sites. Here, we ask whether it is possible to use diagnostics for all of the
regions, rather than just a single region, to determine whether the model is flawed. In that way,
we hope that areas with extreme estimates will still be identified for further study while cutting
down on false candidates suggested by invalid models.

We use a common statistical model for disease data in which the observed count of disease
cases (incidence or mortality) in a small area is assumed to be a Poisson random variable with
mean equal to the product of the expected number of cases (based on known risk factors) and
a relative risk parameter. The logarithms of the relative risk parameters are assumed to follow a
Gaussian distribution with mean that may incorporate potentially relevant risk factors, and variance
matrix that incorporates the possibility of spatial dependence. The spatial dependence allows for
the accommodation of correlation induced by unmeasured covariates, for example. Examples of
this form of model are those described by Besag et al. [4] and Stern and Cressie [9, 10]. These
models may also be extended to accommodate repeated observations over time (see, for example,
Waller et al. [11] and Knorr-Held and Besag [12]), but we do not consider that case here.

The adequacy of such a model can be addressed using posterior predictive model checks as
described by Rubin [13] and Gelman et al. [14,15]. The posterior predictive approach to assessing
model fit compares features of the observed data to the same features of replicate data generated
under the model. Posterior predictive checks are easily carried out given simulations from the pos-
terior distribution of the model parameters; such simulations are often available from a Bayesian
analysis of the data under the model. We argue that posterior predictive model checks are use-
ful for assessing the overall fit of a model and for checking specific assumptions. As generally
applied, however, they are less useful for assessing whether there exist one or more extreme obser-
vations inconsistent with the model. We propose a cross-validation posterior predictive approach
to assessing individual observations. The basic idea is to assess the model’s fit to the count in
a given area by comparing the observed disease count in that area with a predictive distribution
obtained by reanalysing the original data without the area in question. One potential disadvantage
of this approach is that for large data sets there may be many suspect areas and consequently a
large number of additional data analyses. To avoid refitting the model without each small area, we
describe the use of importance weighting and importance resampling to approximate the posterior
distribution that would be obtained if the analysis were repeated without the small area.

Section 2 reviews notation and statistical models for analysing disease-incidence and disease-
mortality data, concentrating on the Poisson-log-Gaussian model. The basic model is applied to a
well known data set, the Scotland lip cancer data of Clayton and Kaldor [2]. Section 3 describes
posterior predictive model checking and how it can be applied in the disease mapping context.
There, the primary focus is on overall questions of fit and model specification. The important
question of identifying whether regions with extreme rates are evidence of general model failure is
addressed using cross-validation in Section 4. The model checking and cross-validation techniques
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are applied to the Scotland lip cancer data in Section 5. We provide some concluding remarks in
Section 6.

2. MODELS FOR DISEASE MAPPING

2.1. A Poisson-log-Gaussian model

For purposes of discussion we use the terminology associated with analysing disease incidence
data. Let Y =(Y1,...,7Y,) represent the vector of observed cases of a disease from n geographical
regions or districts and let E =(E),...,E,) indicate expected counts based on known risk factors.
The expected counts E represent a form of standardization of the data. Introduce 4= (41,...,4,)
as a vector of relative risk parameters. Then, conditional on the expected counts and the relative
risk parameters, we model the observed cases as independent Poisson random variables

Y| 4i, E; ~Poisson(LE;); i=1,...,n (1)

Because the expected counts E play an important role in the development of cross-validation
diagnostics, we take a brief digression here to explain them further. Suppose that we consider
the population at risk of developing the disease as consisting of KX demographic groups or strata.
These may be defined, for example, based on age and gender. Define ¢g; to be the proportion of
the at-risk population in stratum k expected to develop the disease. If the population at risk in
region i is R; with Ry people in the kth stratum, then the expected count for region i is

K
E;= ZRikCIk (2)
k=1

Of course the g;’s need to be estimated. If estimates are available from a source outside of the
current data set (perhaps an international data registry), then the data are said to be externally
standardized. A common alternative is to use internal standardization whereby the same population
that yields the data Y are also used to estimate the rates for the strata. An obvious estimator for
g 1s the proportion of the at-risk population in stratum k (totalled over all regions) that developed
the disease. To formally define this estimator, let Oj denote the number of observed disease cases
from region j in the kth stratum; notice that ¥; =), O;. Then the sample proportions are

A Zyﬂojk

== k=1,...,K 3

qk Z_?:] Rjk ( )
It is easy to verify that internal standardization using the sample proportions introduces a form of
dependence among the elements of Y, in that > ;_,¥;=>"" |E;. It is common practice to analyse
the data conditional on the E;, ignoring the dependence, and we follow that practice here. In
general we do not explicitly include this conditioning in our notation.

The standardized morbidity ratio (SMR) for the ith area is defined as SMR; = V;/E;; i=1,...,n.
The relative risk parameters, 4, can be thought of as smooth versions of the SMRs. The relative
risk parameters are modelled as having a joint population (or prior) distribution. Since the A; are
positive, we place a prior distribution on the logarithms of the relative risks, 8 = (01,...,0,), where
0; = In ;. Assume

0| B.7, ¢ ~ Gau(X p, d1%) (4)
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where X is an n X p matrix of predictor variables, f§ is the unknown regression coefficient vec-
tor, and ®1? is a variance matrix that allows for spatial dependence. The p columns of the
covariate matrix X reflect factors thought to be associated with variation in disease incidence
rates (after the rates have been adjusted for the known demographic risk factors incorporated
in E).

The matrix ® in the variance of the prior distribution (4) can be parameterized according to
a spatial-dependence model, namely ® =(I — ¢C)~'M, where C =(c;;) is a spatial-association
matrix with zeros on the diagonal, ¢ is a parameter measuring spatial dependence, and M is a
known diagonal matrix chosen so that ® is positive-definite. Examination of ®~! indicates that ® is
symmetric as long as m;;c;; = m;;cj;. Note that the variance matrix can be expressed as & =M 21—
M ~V2CM2)~ M2 Then the variance matrix is positive-definite for ¢ € (Pmin, Pmax ), Where the
upper and lower limits are determined by the eigenvalues of M ~'2CM'/? (Section 7.6 of Cressie
[16]). There is considerable flexibility in the choice of M and C for defining the variance matrix
in the model for 0. In the remainder of this paper we take c;; = (E J-/E,-)l/2 if area j is a neighbour
of area i and zero otherwise, and m,‘,‘:E,-_1 for i=1,...,n. This leaves ©>>0 and ¢ as free
parameters, as was done in Stern and Cressie [9,10]. The Gaussian model on 6 is an example
of the conditional autoregressive model (see, for example, Besag [17] and Section 6.6 of Cressie
[16]). Let N; = {j : ¢;; # 0} represent the ‘neighbours’ of i and 0_; =(0,,...,0;—1, O;11,...,0,);
then

JEN;

0i|07i"“N ((Xﬂ)i+(ﬁAZ.C,‘j(Qj—(Xﬁ)j),szﬁ) 5 i:1,...,}’l (5)

where (X f); is the ith element of the vector X f. The conditional autoregressive model assumes
there is a linear association between the logarithm of the relative risk in region i and the logarithms
of the relative risks in neighbouring regions. The parameter ¢ and the matrix C determine the
degree of association. In most disease-mapping applications, negative values of ¢ seem unlikely
so that we restrict ¢ >0.

To complete the Bayesian model specification, we require a prior distribution on the remaining
parameters (f, 1%, ¢). We take the non-informative prior distribution corresponding to independent
flat prior distributions for f# and ¢ and a nearly flat prior distribution for t:

P(B, 2 ) oxe ™" for e (0, P )T >0 (6)

with ¢=0.01. This is not a proper distribution but it does lead to a proper posterior
distribution.

The model we consider here is a special case of a more general class of models that assumes
var(0 | B, 1%, 0%, ¢) = Do* + ®1%, where Do? is a diagonal matrix accounting for inhomogeneities
in risk not presumed to be spatially correlated. This broader class also includes the popular model
of Besag et al. [4].

2.2. Posterior inference

In the remainder of this paper, we take the model to be that given by (1), (4), (6). We can obtain
posterior inferences for the parameters of the model by simulating from the posterior distribution
using Markov chain Monte Carlo. For an overview of Bayesian modelling and computation, see
Gelman et al. [14], Carlin and Louis [18], and Gilks et al. [19]. We use a Gibbs sampling
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algorithm, wherein the conditional posterior distributions of each parameter (or set of parameters)
given all of the others are used in succession to construct a Markov chain in the parameter space
that has the joint posterior distribution as its stationary distribution. After the chain has been run
for a sufficiently long time, the simulated draws may be taken as being representative of the joint
posterior distribution. In this case, the conditional distributions of f and 7 are easily recognized as
normal and inverse chi-squared distributions, respectively. The remaining conditional distributions
are not standard distributions so that alternative algorithms are required. For the example, we used
univariate Metropolis—Hastings steps for the 0;. The conditional distribution of ¢ is quite complex
because of the way ¢ appears in the covariance matrix. It too is sampled within the Gibbs sampling
algorithm using a Metropolis—Hastings step. Convergence was assessed from independent Markov
chain simulations using the approach of Gelman and Rubin [20].

2.3. Example: Scotland lip cancer data

The Poisson-log-Gaussian model is used to analyse data representing male lip cancer rates (over
the period 1975-1980) in the n =56 districts of Scotland. These are the districts prior to the 1995
reorganization of local government. Table I repeats the lip cancer data (originally analysed by
Clayton and Kaldor [2]) from Breslow and Clayton [21] with district names provided in Cressie
[16]. The table includes district names and identifying numbers, and for district 7/ with i =1,...,56:
the number of observed cases Y;; the number of expected cases E;; the standardized morbidity rate
SMR; = Y;/E;; the value of a single covariate (per cent of population employed in agriculture,
fishing and forestry) JX;; and a list of the neighbouring regions. The expected counts are computed
using a form of internal standardization (the method of Mantel and Stark [22]) to adjust for the
age distribution in the districts. We apply the Poisson-log-Gaussian model of Section 2.1 with the
matrix X consisting of a column of ones corresponding to an intercept and the single covariate
in Table I. For the neighbourhood structure indicated in Table I and the choices of C and M
described in Section 2.1 we find that ¢ =0.175.

One thousand simulations from the posterior distribution were obtained using the algorithm
described in Section 2.2; the results are summarized in Table II. In addition, histograms showing
the posterior distribution of A; for four districts of special interest are given in Figure 1.

These correspond to the districts with largest and smallest values of SMR;, Skye-Lochalsh (dis-
trict 1) and Annandale (district 55), respectively, and the districts with largest and smallest values
of E;, Glasgow (district 49) and Badenoch (district 17), respectively. The former are included as
obvious candidates for values that might be considered extreme. The latter are of interest because
under our model E; is a key factor in determining the posterior variability of 4;. Thus the posterior
distribution for 149 has a very narrow range; the 95 per cent central posterior interval is (0.30,0.52).
District 17 and district 1 have much wider posterior intervals because they have smaller expected
counts.

The results in Table II indicate that Skye-Lochalsh (district 1) has an extremely high relative
risk. The central 95 per cent posterior interval for the relative risk parameter is (3.0, 11.1). Part of
this relative risk is associated with the covariate, however the posterior distribution of e~ WPy,
the relative risk unrelated to the covariate, is also quite high, with central 95 per cent posterior
interval (1.8,8.4). It is natural to wonder if the extreme risk is an indication of model failure.
In the remaining sections we develop methods for assessing the fit of the model, especially for
determining whether observed extreme values are too large to have occurred by chance under the
model.
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0 5 10 15 0 5 10 15
(a) Skye-Lochalsh (1) (b) Annandale (55)

0 5 10 15 0 5 10 15
(c) Glasgow (49) (d) Badenoch (17)

Figure 1. Posterior distributions of relative risk parameters, /;, for four districts estimated using 1000 real-
izations simulated from the posterior distribution. Distributions are presented on a common horizontal scale.
Observed values of the standardized mortality rate, SMR; = Y;/E;, are indicated by a solid vertical line on
each plot. (a) District 1, Skye-Lochalsh, has the largest SMR; (and a fairly small E;). (b) District 55,
Annandale, has the smallest SMR;. (c¢) District 49, Glasgow, has the largest E;. (d) District 17, Badenoch,

has the smallest E;.
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Table I. Scotland lip cancer data.

ID District name Y E SMR X Neighbours

1 Skye-Lochalsh 9 1.38 6.52 16 5,9,11,19

2 Banff-Buchan 39 8.66 450 16 7,10

3 Caithness 11 3.04 362 10 6,12

4 Berwickshire 9 253 356 24 18,20,28

5 Ross-Cromarty 15 426 352 10 1,11,12,13,19

6 Orkney 8 240 333 24 3,8

7 Moray 26 811 321 10 2,10,13,16,17

8 Shetland 7 230 3.04 7 6

9 Lochaber 6 1.98 3.03 7 1,11,17,19,23,29
10  Gorden 20  6.63 3.02 16 2,7,16,22
11 Western Isles 13 440 295 7 1,5,9,12
12 Sutherland 5 1.79 279 16 3,511
13 Nairn 3 1.08 278 10 5,7,17,19
14 Wigtown 8 331 242 24 31,32,35
15 NE Fife 17 7.84 217 7 25,29,50
16 Kincardine 9 455 198 16 7,10,17,21,22,29
17 Badenoch 2 1.07 1.87 10 7,9,13,16,19,29
18 Ettrick 7 418 1.67 7 4,20,28,33,55,56
19 Inverness 9 553 1.63 7 1,5,9,13,17
20 Roxburgh 7 444 158 10 4,18,55
21 Angus 16 10.46 1.53 7 16,29,50
22 Aberdeen 31 22,67 137 16 10,16
23 Argyll-Bute 11 877 125 10 9,29,34,36,37,39
24 Clydesdale 7 562 125 7 27,30,31,44,47,48,55,56
25 Kirkcaldy 19 1547 1.23 1 15,26,29
26 Dunfermline 15 1249 1.20 1 25,29,42,43
27 Nithsdale 7  6.04 1.16 7 24,31,32,55
28 East Lothian 10 896 1.12 7 4,18,33,45
29 Perth-Kinross 16 1437 1.11 10 9,15,16,17,21,23,25,26,34,43,50
30 West Lothian 11 1020 1.08 10 24,38,42,44,45,56
31 Cumnock-Doon 5 475 1.05 7 14,24,27,32,35,46,47
32 Stewartry 3 2838 1.04 24 14,27,31,35
33 Midlothian 7 7.03 1.00 10 18,28,45,56
34 Stirling 8 853 0% 7 23,29,39,40,42,43,51,52,54
35 Kyle-Carrick 11 1232 0.89 7 14,31,32,37,46
36 Inverclyde 9 10.10 0.89 0 23,37,39,41
37 Cunninghame 11 12.68 0.87 10 23,35,36,41,46
38 Monklands 8 935 0.86 1 30,42,44,49,51,54
39 Dumbarton 6 720 083 16 23,34,36,40,41
40 Clydebank 4 527 0.76 0 34,39,41,49,52
41 Renfrew 10 18.76 0.53 1 36,37,39,40,46,49,53
42  Falkirk 8 1578 0.51 16 26,30,34,38,43,51
43  Clackmannan 2 432 046 16 26,29,34,42
44  Motherwell 6 14.63 041 0 24,30,38,48,49
45 Edinburgh 19 50.72  0.37 1 28,30,33,56
46 Kilmarnock 3 820 0.37 7 31,35,37,41,47,53
47 East Kilbride 2 559 036 1 24,31,46,48,49,53
48 Hamilton 3 934 032 1 24,44 47,49
49 Glasgow 28 88.66 0.32 0 38,40,41,44,47,48,52,53,54
50 Dundee 6 19.62 0.31 1 15,21,29
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Table 1. Continued.

ID District name Y E SMR X Neighbours

51 Cumbernauld 1 3.44 0.29 1 34,38,42,54

52 Bearsden 1 3.62 0.28 0 34,40,49,54

53 Eastwood 1 5.74 0.17 1 41,46,47,49

54 Strathkelvin 1 7.03 0.14 1 34,38,49,51,52
55 Annandale 0 4.16 0.00 16 18,20,24,27,56
56 Tweeddale 0 1.76 0.00 10 18,24,30,33,45,55

Table II. Posterior inference for 4 and other parameters of the Poisson-log-Gaussian model
for the Scotland lip cancer data.

Parameter Posterior distribution Parameter Posterior distribution

2.5% Median 97.5% 2.5% Median 97.5%
A 3.01 6.14 11.14 A29 0.76 1.16 1.70
A2 2.93 4.08 5.44 A0 0.54 0.97 1.61
A3 1.55 3.07 5.40 A3l 0.38 0.89 1.78
A4 1.76 342 5.94 Az 0.47 1.26 2.86
As 1.82 3.15 4.98 A33 0.47 0.93 1.64
A6 1.61 3.25 5.85 Asa 0.37 0.76 1.42
A7 1.93 2.81 4.04 A3s 0.48 0.83 1.34
s 1.09 2.50 4.90 As6 0.39 0.71 1.22
A9 1.03 2.70 5.29 A37 0.53 0.87 1.45
Alo 1.83 2.89 4.18 Asg 0.30 0.61 1.13
Al 1.41 2.58 4.18 A39 0.55 0.99 1.71
A 0.95 2.69 5.44 240 0.22 0.54 1.21
A3 0.68 2.52 6.28 Aat 0.29 0.50 0.77
A4 1.13 2.30 4.26 A 0.47 0.77 1.20
Als 1.11 1.79 2.83 a3 0.23 0.72 1.60
A6 1.05 1.99 3.30 ym 0.23 0.43 0.73
A7 0.46 1.83 5.13 Aas 0.33 0.47 0.65
A1g 0.59 1.29 2.68 Aag 0.22 0.48 0.97
A9 0.83 1.52 2.71 a7 0.13 0.35 0.84
A20 0.68 1.36 2.58 Aag 0.18 0.39 0.74
A2t 0.84 1.32 2.07 a9 0.30 0.40 0.52
A 1.05 1.43 1.96 Aso 0.27 0.47 0.74
A3 0.65 1.15 1.88 As1 0.09 0.34 0.98
Aoa 0.44 0.94 1.81 As2 0.09 0.31 0.92
A2s 0.68 1.03 1.51 As3 0.10 0.29 0.72
A6 0.59 0.95 1.50 As4 0.11 0.30 0.66
A7 0.48 0.99 1.79 Ass 0.13 0.48 1.20
Aas 0.55 0.99 1.65 As6 0.04 0.31 1.38
7 1.23 2.23 4.18 P —0.899 —0.566 —0.209
¢ 0.040 0.146 0.174 i) 0.036 0.062 0.090

3. POSTERIOR PREDICTIVE MODEL CHECKING

3.1. Preliminary remarks

Model checking is a broad term that encompasses a large number of ideas for determining if
a model provides an adequate fit to a particular data set. One particularly powerful approach
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for checking the fit of a model is to embed the model inside a larger model by introducing
one or more additional parameters. It is then possible to fit the larger model and examine the
posterior distribution of the added parameters to determine if the existing model is adequate. If
these parameters do not differ from their null value, often zero, then we might be content to use
the smaller model. In the disease mapping context, this approach could for example be used to
assess which of several potential covariates should be included in the final model.

An idea closely related to model checking is model selection, in which the goal is to select
the best of a set of models. The most common approach to model selection under the Bayesian
approach to inference relies on Bayes factors (reviewed for example by Kass and Raftery [23]).
Again, one can easily imagine taking this approach to select the best subset from among a given set
of covariates. Bayes factors can be used to compare the 27 models corresponding to the inclusion
or exclusion of each of p covariates.

In the present context, we assume that only a single model is being fit and thus do not consider
the use of Bayes factors. Instead we ask whether the proposed model fits the observed data. It is
similar to a traditional significance-testing approach in the sense that a specific alternative model is
not specified. If test statistics or measures are constructed carefully, then a failure of the proposed
model may suggest some way of extending the model, but we assume that there are no specific
alternative models under consideration. The remainder of this section briefly reviews posterior
predictive model checks and describes their application to disease mapping.

3.2. Posterior predictive model checks

The goal in model checking is to determine whether the observed data are representative of the
type of data we might expect under the model. Model fit can be assessed using draws from the
posterior predictive distribution [13,15] to represent what we can expect under the model. Let Y™P
denote a replication of the data with the same (unknown) values of the parameters that produced
the data Y. The posterior predictive distribution of Y™P is defined as

p(Y™| V)= / p(Y™ |0, ¥)p(n | ¥)dy = / p(Y™ | ) p(n | V) d, (7)

where 5 is used as generic notation for all of the model parameters and the second equality
reflects assumed conditional independence of Y™ and Y given the parameters. In practice, we
study the posterior predictive distribution via simulation. Draws from the posterior distribution of
n are typically available from the Markov chain Monte Carlo procedure described in Section 2.2.
Then a replicate data set is obtained from each draw of 5 using p(Y™P |#).

To assess the fit of the model we introduce 7(Y;n) as a discrepancy measure that is intended
to measure the fit of the model to the data. For example, 7 may be an overall measure of fit
or a measure designed to tell whether a particular source of variability is adequately addressed
by the model. Note that we do not restrict attention to test statistics in the formal sense; our
notation allows T to depend on the parameters and the data. The fit of the model with respect to
the discrepancy T is judged by comparing the posterior distribution of 7(Y;#n) (recall that 7 is a
function of the parameters so it has a posterior distribution) to the posterior predictive reference
distribution 7'(Y™P;#). The joint posterior distribution of 7(Y"P;5) and 7(Y;#n) can be studied
empirically using simulations, with the simulations displayed in a scatter plot. If the points in the
scatter plot are far removed from the 45 degree line, then the data generated by the model do not
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resemble the observed data as regards the measure 7. One summary of that joint distribution is
the posterior predictive p-value

Pop =Pr(T(Y*";))=T(Y;n) | Y) (®)

where the probability is calculated over the posterior distribution of (, Y™P). Extremely small
posterior predictive p-values indicate a clear rejection of the current model. More moderate values
of ppp may cause us to question the model but whether the model is rejected or not may depend
on the ultimate purpose for which it will be used.

There is some simplification in the model-checking procedure if the discrepancy measure T
does not depend on the model parameters, that is, if 7 is a test statistic in the traditional sense.
Then the observed value of the test statistic 7(Y) is compared to the posterior predictive reference
distribution of 7'(Y™P), and the two-dimensional scatter plot used for comparison can be collapsed
to a one-dimensional histogram.

There are a number of alternative ways to define replications for use in model checking; the
definition (7) is common but certainly not the only possibility. The key choices to be made in
defining replications are reviewed by Gelman et al. [15]. Here we briefly review one alternative, the
model-checking approach described by Box [24], which relies on the prior predictive or marginal
distribution of the data Y. Under that approach, we compare test statistics 7(Y) to the reference
distribution obtained by averaging over the prior distribution of the model parameters

pY™P) = / P(Y™ | ) p(n) dn

A difficulty with this approach is that it requires proper prior distributions for all parameters.
Moreover, the common approach of using flat prior distributions over wide ranges to approximate
improper prior distributions does not lead to useful prior predictive model checking. Since improper
prior distributions are common in statistical practice, including in the disease-mapping context, we
do not consider the prior predictive approach here.

3.3. Posterior predictive model checks for disease mapping

To carry out the posterior predictive approach for the disease mapping model of Section 2.1, we
need to define suitable discrepancy measures. We mention a few possibilities here and demonstrate
them in the context of a real data set in Section 5. One class of discrepancy measures are omnibus
measures of fit. An example from this class is the discrepancy based on the usual chi-squared
goodness-of-fit measure

PSRN § a2 01,))

; var(Y;|n) ©)

Classical goodness-of-fit tests for the null hypothesis that the data ¥ come from the given model
(for some ) are based on the test statistic obtained by replacing x in (9) with its maximum
likelihood or minimum chi-squared estimate. For these classical test statistics, there are analytic
results establishing the asymptotic distributions as chi-squared under the null hypothesis. The
posterior predictive distribution provides a suitable reference distribution for any sample size.
Omnibus discrepancy measures are useful but provide less power than measures designed to
test specific features of the data. It is difficult to describe how such measures are constructed in
general because that will depend on the specifics of the application and the model [25-27]. To
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illustrate the idea for disease mapping models, we consider one hypothetical scenario. If it were
hypothesized that a covariate Z =(Z),...,Z,) omitted from the model were in fact important, then
the discrepancy, 7(Y;n)=corr(log ¥; —log E; — (X )i, Z;), could be used to assess the correlation
of the unexplained variation in ¥ and Z. This is analagous to the use of residuals for assessing
the importance of a covariate in ordinary linear regression.

3.4. Discussion of the posterior predictive approach

Posterior predictive model checks have been criticized on several grounds. First, it has been pointed
out that the choice of discrepancy measures very often depends (at least implicitly) on the spec-
ification of alternative models and in those cases it might be better to actually fit the alternative
models [28]. In the hypothetical scenario of a missing covariate considered above for the disease
mapping model, the obvious alternative is a model that includes the covariate Z along with an
additional parameter (the regression coefficient of Z). This alternative can be fit and the impor-
tance of the new parameter assessed by examining its posterior distribution. We have found that
posterior predictive checks are of most use when the computational cost of refitting the alterna-
tive models (additional programming etc.) are prohibitive. A second aspect of posterior predictive
model checks is that they, or more precisely the posterior predictive p-values used to summa-
rize the checks, are quite conservative [15,29,30]. Finally, posterior predictive p-values do not
generally have a uniform distribution under the null hypothesis (that the data were generated by
the model in question), not even asymptotically [30,31]. Recently Bayarri and Berger [30] have
developed a related approach based on posterior distributions that condition on only part of the
information in the data rather than using the full posterior distribution to define the reference
distribution. Their p-values are uniformly distributed under the null and are not as conservative
as the posterior predictive p-values. However, their approach requires more calculation than the
posterior predictive approach described here and can be quite difficult to apply for the kinds of
complex models that are most challenging to check in practice. Thus, despite their limitations,
posterior predictive model checks are practical and quite informative. They are at their best when
evaluating the fit of a single model developed for a particular application; see examples in Gelman
et al. [14,15] and Glickman and Stern [25].

4. EVALUATING EXTREME OBSERVATIONS

4.1. Cross-validation

A key question in the analysis of disease incidence data is whether extreme relative risks indicate a
model failure. A posterior predictive model check using the obvious test statistic, 7(Y) = max;(Y;/
E}), the maximum standardized morbidity ratio, is of limited use in addressing this question. This is
because a truly unusual value of Y;/E; will likely inflate the estimated value of variance parameters
in the model such that the posterior predictive distribution will generate simulated extrema that are
approximately as large as the observed maximum. Thus, a district with truly exceptional relative
risk might be missed by posterior predictive checks in the same way that an extremely influential
point in a traditional regression analysis might not be uncovered just by looking at residuals.
The solution proposed here is similar to the solution in regression — we can apply a form of
cross-validation by leaving out the ith region while assessing whether Y; is unusual.
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Let Y_; denote the data vector without the count for the ith region and let p(y| Y_;) denote
the posterior distribution of # computed without the ith region. Define Y- P as a predicted value
for the number of disease cases in region i based on the given model and data Y_;. Then we can
define a cross-validation or leave-one-out posterior predictive distribution of Y, as

l*l

PV Y )= / (Y [ n) p(n] Yo)dn (10)

The position of the observed value Y; within the leave-one-out posterior predictive distribution can
be used to assess the fit of the model. The leave-one-out posterior predictive distribution (10),
evaluated at the observed value Y}, is called the conditional predictive ordinate (CPO) by Geisser
[32]. A small CPO suggests an observed value that is unlikely under the model fit without the
observation in question. Of course, the calculation of the distribution (10) requires refitting the
model to Y_;.

There is one issue that must be resolved before the definition (10) can be implemented for the
disease mapping model. Recall that the data ¥ are modelled conditional on the expected counts E.
If the data are internally standardized (recall from Section 2.1 that this means the data being
analysed were also used to create E), then leaving out one small area creates a situation in which
the expected counts are no longer the appropriate standardizations. It is necessary to recalculate
expected counts E_; when deleting area i; we cannot just delete the expected count for the ith
region because the remaining expected counts will not represent an internal standardization of Y_;.
If the raw data used to compute the original standardizations (2) in Section 2.1 are available, then
it is straightforward to recalculate the expected counts by developing new estimates for the risk
within each stratum without the data from area i. If the raw data are not available, then a simple
approximation is to multiply all the expected counts in the original vector E by a constant such
that the sum of the elements of Y_; is equal to the sum of the elements of E_;. The required
constant is

24 Y
Ci==" (11)
Z i Ej
This means that the expected count in area j when area i is deleted is E; _; = ¢;E;. Then the leave-

one-out posterior distribution p(n | Y_;) is the posterior distribution under the model of Section 2.1
except that the ith area is omitted and the expected counts E_; are used. The adjustment of the
expected counts also affects the first term in the integral (10) that defines the leave-one-out posterior
predictive distribution. The predictive distribution p( 171|n) is a Poisson distribution with mean
AiciE;, because c¢;E; represents the best estimate of the expected count in region i when conditioning
on Y_;. It should be pointed out that if the data are externally standardized (recall that this means
E is constructed from information outside the current data set), then the expected counts do not
need to be recalculated when a region is dropped from the analysis.

In practice we might like to apply this approach to a large number of suspect regions. If fitting
the model requires a sophisticated MCMC simulation, then it may not be feasible to consider many
suspect regions. Carlin and Louis [18] describe one approach for calculating the CPO without
refitting the model. They suggest using the approximation, p(q|Y) ~ p(n|Y_;), unless ¥; is an
extreme outlier. Of course this approximation is not appropriate here since we are hoping to
identify extreme outliers. There is an additional difficulty with this approximation. In models like
the disease mapping model, where there is one parameter (/;) corresponding directly to each
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observed count (Y;), the posterior mean for a given 4; will be a compromise between the observed
count and the expected count under the spatial regression model. Consequently, assessing the fit
of the model based on the approximation will tend to be quite conservative in that all CPOs are
reasonably large. In the remainder of this section, we describe two approximations that perform
better while still not requiring us to reanalyse the data without region i. Both approaches reweight
the posterior simulations from the complete data analysis to approximate the posterior distribution
without the ith region.

4.2. Importance weighting

Let n,,...,n,, denote a collection of M posterior simulations from the complete data posterior
distribution, p(n|Y). The importance ratio for the jth posterior simulation, when we are approx-
imating the posterior distribution p(y| Y_;), is defined as

p(n; | Y-;) ~ szl,kyéip(yk ‘CiEk).
p(n; 1Y) [T p(Ye | Eb)

where the numerator and the denominator of the final ratio are products of Poisson densities. The
prior distribution is the same in numerator and denominator and cancels in forming the importance
ratio. The importance ratios are only determined up to a multiplicative constant because the nu-
merator and denominator have different normalizing constants. The importance ratios can be used
to compute estimates of various summaries of the posterior distribution without small area i. For
example, the posterior mean of n conditional on Y_; would be estimated as the weighted aver-
age of the posterior draws with importance ratios used as weights, (3_;m;w-:(11,))/(3_; w-i(n,)).
Similarly, the importance-weighted CPO estimate is

wi(n;) = j=1...M (12)

Yo Pr(Y = Yiln wi(n,)
Eﬁil W—i(”j)

. (13)

The conditional probability in the CPO estimate is easily calculated using the fact that Yfﬂ has a
Poisson distribution with mean equal to ¢;E; multiplied by the ‘4;” component of n;. We can also
compute estimates of Pr(Y;""; < ¥;| ¥Y_;) and Pr(Y;™"; > ¥;| Y_;) to assess whether replicate data

tend to be larger or smaller than the observed value.

4.3. Importance resampling

Importance weighting can be used to approximate the posterior expected value of any function
of the parameters conditional on all of the data except the count from region i. It is sometimes
convenient to have a set of simulations to approximate a posterior distribution, which allows one
to obtain all manner of posterior summaries, not just expectations. The importance resampling
algorithm of Rubin [33,34] uses the importance weights {w,i(n_j): j=1,...,M}, to generate such
simulations. The algorithm can be expressed simply in two steps:

1. Define m; =w_(n;)/ Zj]w:] w_i(n;), for j=1,....M.
2. From the orginal sample, {qj: j=1,...,M}, select a subsample of size L without replacement

using probabilities = (my,..., Ty ).
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The resulting subsample represents an approximation of the desired posterior distribution,
p(n| Y-;). The samples are taken without replacement so that each of the posterior simulations
appears at most once in the final subsample. This affords a measure of protection in case one of
the original posterior draws ends up with very large proportion of the total importance weight.

4.4. Discussion of cross-validation

Cross-validation is an old and valuable idea. The preceding sections demonstrate how to carry
out cross-validation in the disease mapping context. Separate reanalysis of the data after delet-
ing a single case is possible but requires care when the data have been internally standardized.
In situations where data analysis is time-consuming or the number of small areas is large, it may
be desirable to avoid the complete reanalysis of the data. Importance weighting and importance
resampling provide approximations to the desired posterior distribution. The accuracy of impor-
tance weighting and importance resampling approximations depend on how great the change in the
posterior distribution is when region i is eliminated. The distribution of the importance weights
provides some, but not perfect information, about this. A heavily skewed distribution of importance
weights (dominated perhaps by a small number of extreme values) will tend to produce unreli-
able results. In that case, the importance-weighted analysis serves primarily to identify a subset of
potentially unusual observations — a complete reanalysis would be required to fully assess these
regions. Importance resampling provides a bit of protection in cases where the distribution of im-
portance ratios is extremely skewed, because individual posterior simulations appear at most once
in the importance-weighted subsample and thus one large ratio will not dominate the calculation.
Of course, in that case, the importance-weighted subsample represents a distribution that is in-
termediate between the complete-data posterior distribution p(n|Y) and the target leave-one-out
posterior distribution p(n| Y-;).

5. MODEL CHECKING FOR THE SCOTLAND LIP CANCER DATA

5.1. Overall measure of fit

The overall measure of fit (9) from Section 3.3 was computed for 1000 simulations from the
posterior distribution of # and the posterior predictive distribution of ¥™P. The joint distribution
of T(Y;n) and T(Y™P;n) is displayed in Figure 2(a). The points appear to be well scattered
about the 45 degree line suggesting no evidence of lack of fit. The upper tail area probability,
Pr(T(Y™P;q)=T(Y;n)|Y), is estimated as 0.38.

For purposes of illustration, we have also fit the clearly inferior simple Poisson regression
model to the Scotland lip cancer data; that model corresponds to taking t> =0 and A=e*#. The
same discrepancy measure is used to evaluate the fit of this model in Figure 2(b). There the
observed values (horizontal axis) are extremely large relative to what we would expect to see
under the model. The tail area probability estimate would be 0.00 suggesting the model could
not have generated the type of data we have observed. The solution of course is to introduce
extra-Poisson variation, and this is precisely what the Poisson-log-Gaussian model does. Note that
this diagnostic is quite similar to traditional methods used to check for overdispersion in Poisson
regression models. We also note that the vertical scale in both diagnostic plots is centred on values
near 56 which corresponds roughly to the expected value of the asymptotic reference distribution
for the classical chi-squared goodness-of-fit test.
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Figure 2. Scatter plots of the joint posterior distribution of the chi-squared discrepancy
measure evaluated at the posterior predictive replicate Y™ and the observed data Y:
(a) for the Poisson-log Gaussian model; (b) for a Poisson regression model (7> = 0).

5.2. Extreme values

Figure 3 provides a histogram of the posterior predictive distribution for the maximum SMR; based
on the analysis of the entire data set. The distribution of the maximum SMR; has a number of
peaks because it is the maximum among a set of ratios Y;/E;, where the E; are considered fixed
and the Y; are restricted to be integers. Note that the observed maximum is not terribly unusual;
54 per cent of the posterior predictive replications have maximum SMR; greater than the observed
maximum and another 7 per cent have maximum SMR; equal to the observed maximum. This
result was anticipated by our discussion at the beginning of Section 4.1. A similar check based on
the minimum SMR; indicates that the observed minimum SMR; (zero) is not at all unexpected; a
minimum SMR; of zero occurs in 96 per cent of the posterior predictive replications. This is not
surprising given the large number of regions with small expected counts.

We now consider our cross-validation posterior predictive approach to assessing the fit of the
model to individual observations. For several quantities of interest we present results based on the
original analysis of all 56 districts along with cross-validation results leaving out individual districts.
Three different computational approaches described in Section 4 are used to obtain the cross-
validation posterior distribution: a complete reanalysis of the data without the district in question
(Section 4.1); an importance weighting approximation (Section 4.2); and an importance resampling
approximation (Section 4.3). The most accurate approach is to obtain the cross-validation posterior
distribution without a given district by repeating the Bayesian analysis of the Scotland lip cancer
data described in Section 2, except that we leave out the district in question and adjust the expected
counts as described in Section 4.1. The importance weighting estimates for the quantities of interest
are obtained by reweighting the 1000 posterior draws from the complete data posterior, p(y|Y),
as described in Section 4.2. For importance resampling, the algorithm of Section 4.3 was applied
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Figure 3. Posterior predictive distribution of the maximum SMR; with a vertical line
indicating the observed maximum.

with an initial sample of 5000 posterior draws (we supplemented the original simulation which
contained only 1000 posterior draws) and a subsample of size 500.

Estimates of the posterior mean of the relative risks for a subset of the regions are provided in
Table III. In the first two columns, posterior means are reported for the complete data analysis and
for the leave-one-out reanalysis of the data. The 15 districts in Table III include the four districts
identified earlier (see Figure 1) as being of interest, along with others for which large changes
were observed. There are a number of large differences between the complete data analysis and the
leave-one-out reanalysis. Districts 2, 3, 11 and 15 exhibit much lower mean relative risks when
the model is refit without the district in question, and districts 17, 42, 55 and 56 have much higher
mean relative risks when the model is refit without the district in question. Especially noteworthy
is the large increase for the posterior mean of 1;; when the data are reanalysed without district
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Table III. Posterior mean of relative risk for selected districts under the complete data analysis, and esti-
mated posterior means for the leave-one-out analyses using importance weights and importance resampling.

ID District name Posterior mean of relative risk A;
Complete data Leave-one-out
Reanalysis Importance weights Importance resample

1 Skye-Lochalsh 6.37 8.80 6.45 6.10
2 Banff-Buchan 4.10 2.14 3.19 3.74
3 Caithness 3.18 1.70 1.93 2.54
11 Western Isles 2.63 1.66 0.85 2.28
15 NE Fife 1.83 1.07 1.26 1.52
17 Badenoch 2.07 9.44 242 2.39
26 Dunfermline 0.97 0.59 0.63 0.80
38 Monklands 0.64 0.42 0.40 0.49
42 Falkirk 0.78 1.78 1.16 1.03
45 Edinburgh 0.47 0.63 0.65 0.54
49 Glasgow 0.41 0.49 0.48 0.43
50 Dundee 0.48 0.77 0.66 0.60
54 Strathkelvin 0.32 0.55 0.44 0.44
55 Annandale 0.53 2.12 1.24 0.90
56 Tweeddale 0.41 2.02 0.79 0.70

17; one possible explanation is that this district has the lowest expected count and thus its relative
risk parameter has the greatest variability according to our model. With the exception of district
17, the results in Table III look about as they should; the posterior mean of the relative risk based
on the complete data analysis is heavily influenced by the data from that region (as it should
be!), with the model providing some smoothing of risks over nearby regions, whereas the leave-
one-out reanalysis ignores the information from the region under consideration. The predictive
distributions for the disease counts in the regions are much more informative than the posterior
means; we examine these below.

One additional use of Table III is that it allows us to compare the results obtained using the
approximations to that obtained by actually analysing the data without the region in question.
The importance weighting and importance resampling results are generally intermediate between
the complete data analysis and the results obtained by reanalysing the data without a given region.
This suggests that the approximations may be useful for identifying those regions worthy of further
study, but may not be useful for providing accurate estimates of what happens to the posterior
distribution of individual parameters when a region is removed. The distribution of the logarithms
of the importance weights for four of the leave-one-out analyses are shown in Figure 4. Of these,
none seems very highly skewed. In the case of district 49, Glasgow, one of the 1000 posterior
samples, has importance weight equal to 27 per cent of the total; however, the importance-weighted
estimates are accurate in that case because the posterior mean does not change much.

Table IV gives summaries for leave-one-out predictive distributions of ¥;;, the count in dis-
trict i conditional on the data excluding that district, for the same 15 districts. In particular, we
calculate the probability that Yfﬂ- is less than, equal to, or greater than the observed count Y;. We
briefly review how these quantities are estimated under the different approaches to cross-validation
using the ‘equal to’ case, that is, the CPO, as an illustration. For the complete reanalysis without
district i, we have available a sample from the posterior distribution of the relative risk parameter
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Figure 4. Histogram of the logarithms of the importance weights for leave-one-out analyses. (a) District 1,
Skye-Lochalsh, has the largest SMR,. (b) District 55, Annandale, has the smallest SMR;. (c¢) District 49,
Glasgow, has the largest E;. (d) District 17, Badenoch, has the smallest E;.

A; conditional on Y_;. If we denote this sample as lgl),...,/lgM), then the CPO is estimated as
Z;; Pr(Y;? =Y | A7) /M with the probabilities computed from the assumed Poisson distribution.
The importance-weighted estimate of the CPO is computed via (13) of Section 4.2. That formula
uses the posterior draws of 4; from the complete data analysis, and computes a weighted average
of Poisson probabilities. The importance-resampled estimate of the CPO is a simple average of
Poisson probabilities, using the 500 resampled posterior draws of /.

The leave-one-out estimates of the posterior distribution for ¥;";, especially at the bottom of the
table, give us reason to be concerned about the fit of the model. There are a number of districts
for which the leave-one-out analyses suggest observed values are smaller than would be expected
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Table IV. Posterior predictive probability distributions for replicate data Y.

Posterior predictive probabilities for ¥;* (complete data) and Y™, (leave-one-out)
District ID | Complete data Leave-one-out analysis

Reanalysis Importance weights| Importance resample

<Y =Y >Y%| <Yy =Y >Y | <Y =¥ >Y| <V =i >V

1 052 0.09 039|066 0.03 031|059 0.05 036|060 006 0.34
2 066 0.04 030|096 0.00 004|092 0.01 007|083 0.02 0.14
3 062 0.08 030|089 0.02 0.10| 087 0.02 0.11| 078 0.04 0.17
11 061 007 031]|084 002 0.14|098 000 0.02| 074 0.05 021
15 069 006 025|093 0.01 0.06|090 0.02 0.08| 084 0.03 0.13
17 044 020 036|034 0.11 055|046 0.15 040|045 0.16 0.39
26 072 0.06 021|094 0.02 004|092 0.02 006|085 0.03 0.11
38 072 0.08 0.20| 089 0.03 0.07|091 0.03 0.06 | 085 0.05 0.10
42 0.14 0.07 0.79| 001 0.01 0.99|0.02 0.01 096|003 0.02 095
45 0.19 0.05 0.75| 004 0.01 094|004 0.01 095|007 0.02 0.90
49 0.14 0.03 0.83| 003 0.01 096|001 0.00 0.99 | 003 0.01 0.96
50 0.15 0.08 0.77 | 002 0.01 0.97|0.04 0.03 092 0.07 0.04 0.89
54 0.15 024 061|008 015 0.77|0.09 0.17 074 009 0.17 0.74
55 0.00 0.18 0.82| 000 0.03 097|000 0.03 097|000 0.05 095
56 000 056 044|000 032 0.68|0.00 037 0.63| 000 041 0.59

if the district followed the same model as the other districts. This includes the districts 42, 45, 49
and 50 which have four of the six largest expected counts; districts 45 and 49 correspond to the
two biggest urban centres in Scotland. Hence a modification of the model that incorporates the
degree of urbanization of a district might be warranted. The approximations (importance weighting
and importance resampling) to the leave-one-out reanalysis seem to perform quite well in Table IV
even though they were not terribly reliable for the posterior means of the relative risk parameters.

Although not directly comparable to the leave-one-out reanalyses and approximations, we also
present results for the complete data analysis. There we are actually computing the posterior
predictive distribution of Y;* based on analysis of all of the data. As one would expect, the
complete-data estimates of the posterior predictive distribution for ¥;" suggest a better fit than
the leave-one-out estimates of the posterior predictive distribution of Ylf‘?i. As explained earlier,
the estimated relative risk parameters /;, and hence the predictive distribution of ¥;", are heavily
influenced by the observed Y; and thus the predictive distribution will tend to generate values like
the observed Y;. The leave-one-out analyses represent a more reasonable attempt to assess whether
a district is unusual. Incidentally, the complete data results can also be viewed as the leave-one-
out results that would be obtained if we accept the crude approximation p(n|Y) =~ p(y|Y-;). The
results in Table IV suggest that this is a poor idea.

6. CONCLUSIONS

Hierarchical models are commonly used to provide smoothed estimates of small area disease risks.
Given the political and epidemiological importance of the estimated risks, it is important to check
the fit of the model to the data. This paper describes the posterior predictive approach for model
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checking in the context of disease mapping models, where the data are disease counts from » small
areas. Extreme values are of great interest in disease mapping because the associated areas can then
be examined for factors that may be associated with increased (or decreased) risk. Just examining
the posterior distribution of the relative risk parameters (or the posterior predictive distribution
of replicate data) can be misleading in these cases because the posterior distribution tries to fit
the observed data and hence will not easily identify outliers. We propose that a cross-validation
posterior predictive distribution, conditional on all of the data except small area i, be used to
determine whether the observed value in small area i is consistent with the model; i = 1,...,n.
We also describe two approaches for constructing approximations to the cross-validation posterior
predictive distribution. Both approaches apply importance weights to the simulations from the
complete data posterior distribution. The approaches are demonstrated on the Scotland lip cancer
data where it does in fact seem that the model is not adequate; the high-population low-risk areas
do not appear to fit the model very well.
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