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Abstract

A numerical model of surfactant enhanced solubilization was developed and applied to the
simulation of nonaqueous phase liquid recovery in two-dimensional heterogeneous laboratory sand
tank systems. Model parameters were derived from independent, small-scale, batch and column
experiments. These parameters included viscosity, density, solubilization capacity, surfactant
sorption, interfacial tension, permeability, capillary retention functions, and interphase mass
transfer correlations. Model predictive capability was assessed for the evaluation of the micellar

Ž .solubilization of tetrachloroethylene PCE in the two-dimensional systems. Predicted effluent
concentrations and mass recovery agreed reasonably well with measured values. Accurate
prediction of enhanced solubilization behavior in the sand tanks was found to require the
incorporation of pore-scale, system-dependent, interphase mass transfer limitations, including an
explicit representation of specific interfacial contact area. Predicted effluent concentrations and
mass recovery were also found to depend strongly upon the initial NAPL entrapment configura-
tion. Numerical results collectively indicate that enhanced solubilization processes in heteroge-
neous, laboratory sand tank systems can be successfully simulated using independently measured
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soil parameters and column-measured mass transfer coefficients, provided that permeability and
NAPL distributions are accurately known. This implies that the accuracy of model predictions at
the field scale will be constrained by our ability to quantify soil heterogeneity and NAPL
distribution. q 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction

Ž .Remediation of aquifers contaminated by dense nonaqueous phase liquids DNAPLs
is among the challenging problems facing hydrogeologists and engineers. The physical
characteristics of most DNAPLs, including low aqueous solubility and high specific
gravity, tend to limit their dissolution and recovery by hydraulic means, and make
characterization of their subsurface distribution extremely difficult. Conventional pump-
and-treat remediation methods are generally recognized to be inefficient for DNAPL
recovery, requiring the injection and extraction of hundreds to thousands of pore

Ž .volumes of water over long operating periods National Research Council, 1994 .
Ž .Surfactant enhanced aquifer remediation SEAR is one of a number of promising

innovative technologies that is being developed to address the problem of DNAPL
Ž .contamination Pennell and Abriola, 1998 .

The feasibility of SEAR for the efficient removal of entrapped DNAPL from aquifer
Žmaterials has been demonstrated in a number of laboratory column studies Fountain et

.al., 1991; Pennell et al., 1993, 1994; Fortin et al., 1997; Kueper and Frind, 1991 . Here
DNAPLs have been recovered through enhanced solubilization andror interfacial
tension reductions that induce organic mobility. Many of these column studies have
demonstrated that rate-limited NAPL solubilization and surfactant sorption can signifi-

Žcantly influence SEAR performance Pennell et al., 1993, 1994; Adeel and Luthy, 1995;
Luning-Prak et al., 1996, 2000; Mason and Kueper, 1996; Abriola et al., 2000; Kueper

.and Frind, 1991 . Field trials of SEAR technology have also produced promising results
ŽAbdul et al., 1992; Abdul and Ang, 1994; Fountain, 1995; Fountain et al., 1996; Martel

.et al., 1998 . Of particular concern in field-scale applications is the presence of
subsurface heterogeneity that can significantly diminish recovery efficiency due to fluid
bypassing of low permeability zones. Evidence of contaminant persistence has been

Ž .documented in SEAR field trials Fountain, 1995; Fountain et al., 1996 . The potential
influence of soil heterogeneity on SEAR performance has also been explored through

Ž .mathematical simulations Dekker and Abriola, 2000 . Results of that study suggest that
surfactant remediation efficiency will depend strongly on the spatial correlation structure
and variance of the permeability distribution. Collectively, these previous studies
indicate that efficient design and operation of field-scale SEAR applications necessitates
an understanding of multiphase fluid flow and compositional transport in heterogeneous
environments.

Mathematical models provide a platform for the integration of flow dynamics and
transport processes, characterized at laboratory scales, with the spatial complexity of
field settings. Such models may be used as tools for evaluating field-scale SEAR
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applications, potentially leading to improved design and performance. Relatively few
models, however, have been developed for simulation of field-scale SEAR applications.

Ž .Models focusing on enhanced solubilization processes were developed by Wilson 1989
Ž .and Wilson and Clarke 1991 . These models, while among the first enhanced solubiliza-

tion simulators, were limited by assumptions of local equilibrium for NAPL solubiliza-
Ž .tion and solute sorption. Abriola et al. 1993 developed a one-dimensional enhanced

solubilization simulator that accounts for mass transfer rate limitations. Effluent data
Žfrom enhanced solubilization experiments in laboratory soil columns Pennell et al.,

.1993 were used to quantify interphase mass transfer rates and to verify the mathemati-
Žcal model. This formulation was later extended to two dimensions Dekker, 1996;

.Dekker and Abriola, 2000 . Among the most advanced SEAR simulators is the model of
Ž .Delshad et al. 1996 , based on an adaptation of an enhanced oil recovery simulator.

This model has the ability to simulate surfactant-enhanced solubilization and organic
Ž .liquid mobilization in three-dimensional systems Brown et al., 1994 .

This paper describes work directed towards the continued advancement and verifica-
tion of numerical models for the simulation of multi-dimensional SEAR applications in
heterogeneous porous media. The primary objective of this study is to assess the

Ž .mathematical model formulation presented in Abriola et al. 1993 and Dekker and
Ž .Abriola 2000 in terms of its ability to predict surfactant enhanced solubilization

behavior in the multi-dimensional sand tank experiments described by Taylor et al.
Ž .2000 . Following a presentation of the mathematical formulation, the numerical model
is used to simulate column and sand box experiments. All system parameters for the
two-dimensional sand tank simulations are independently measured or estimated from
other laboratory observations. Model predictions are then evaluated through comparisons
with observed effluent concentrations and contaminant recovery. Factors affecting
numerical prediction accuracy, including mass transfer rate coefficients and initial
organic liquid distributions, are also investigated.

2. Model description

2.1. Conceptual and mathematical formulation

The numerical simulator for enhanced solubilization processes employed herein is
Ž .based on the formulation developed and implemented by Abriola et al. 1993 and

Ž .Dekker and Abriola 2000 . In their approach, the soil system is conceptualized as a
saturated porous medium containing a mobile aqueous phase and an immobile organic

Ž .liquid NAPL . Micellar solubilization is assumed to be the sole organic recovery
mechanism. This assumption is valid when the surfactant does not reduce the NAPL
interfacial tension of the assumed NAPL residual to the point that organic liquid
mobilization is initiated. This assumption is valid for the surfactantrNAPLrsoil systems

Ž .studied by Taylor et al. 2000 . It is further conceptualized that the soil grains are
continuously water-wet such that the organic liquid is surrounded by the aqueous phase.
Sorption is consequently assumed to occur solely through the aqueous phase.
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The mathematical development is based upon standard macroscopic phase and
component mass balance relations. Flow of the aqueous phase is represented with a
phase mass balance equation:

E
i inr s sy= r q q E q E 1Ž . Ž . Ž .Ý Ýa a a a an am

Et i i

Ž .where the subscripts a, n, and m denote the aqueous, organic liquid NAPL , and solid
matrix phases, respectively, n is porosity, s is the fluid saturation, r is the phase mass
density, q is the specific discharge, Ei and Ei are the rates of mass transfer ofan am

component i across the aqueous NAPL and aqueous-solid interphases, respectively, per
unit volume of porous medium.

Under the assumption that NAPL removal occurs solely by micellar solubilization,
the organic liquid phase mass balance equation is given as:

E
inr s sy E . 2Ž . Ž .Ýo n an

Et i

Ž . Ž .The fluid saturations in Eqs. 1 and 2 are related by the continuity constraint:

s qs s1. 3Ž .a n

The composition of the aqueous and organic liquid phases varies temporally and
spatially. For the specific application considered herein, the aqueous phase composition
is tracked as a mixture of water, a single NAPL component, and surfactant. The
transport of the latter two species within the aqueous phase is represented by:

E
i i i i i ins C q= C q y= ns D =C sE qE 4Ž .Ž . Ž . Ž .a a a a a H a an am

Et
i Žwhere C is the mass concentration of component i in the aqueous phase iso, s fora

. idissolved organic and surfactant components, respectively , and D is the hydrody-H

namic dispersion tensor of component i, evaluated as the sum of aqueous diffusion and
Ž .mechanical dispersion terms Bear, 1972 . Partitioning of both surfactant and water into

the organic liquid has been neglected for the simulations presented herein. The validity
of this assumption has been confirmed for the selected organic-surfactant system:

Ž . Ž . Ž .tetrachloroethylene PCE –polyoxyethylene 20 sorbitan monooleate Tween 80
Ž .Taylor et al., 2000 .

Sorption of the surfactant and organic liquid components is expected to play a minor
role in SEAR performance in the sand tank experiments described here due to the large
surfactant concentration used and the relatively low organic carbon content of the sands.
Generally, however, sorption can influence SEAR performance in field applications, and
is therefore included in the model. For the sand tank application considered herein,
equilibrium sorption of PCE is represented with a linear partitioning relationship, and
equilibrium sorption of Tween 80 is assumed to conform to a Langmuir isotherm, as

Ž .measured by Taylor et al. 2000 :

S s bC s
m ,max asS s . 5Ž .m s1qbCa
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Here S s denotes the sorbed mass fraction of the surfactant components, S s is them m,max

maximum surfactant sorption, and b is a constant. Column studies of the transport of
Ž .another nonionic surfactant Triton X-100 in clean sands have indicated that sorption

Ž .may be rate-limited Adeel and Luthy, 1995 . Accordingly, sorption of Tween 80 is
modeled here as a nonequilibrium process using a linear driving force relationship:

ES s
m am s s1yn r syK C yC 6Ž . Ž .Ž .m e a ,sat a

Et
where r is the solid particle mass density, K am is the effective aqueous-solid massm e

transfer coefficient, and C s is the aqueous phase concentration of surfactant ina,sat
Žequilibrium with the solid phase loading as computed from the sorption isotherm Eq.

Ž ..5 . Surface diffusion of sorbed components is ignored.
The specific discharge of the aqueous phase is expressed in terms of a modified

Darcy law:
kk ra

q s = P yr g 7Ž . Ž .a a a
ma

where k is the intrinsic permeability tensor; k is relative permeability; m is thera a

dynamic viscosity; P is the fluid pressure, and g is the gravitational accelerationa

vector. Here, the influence of the NAPL on the aqueous flow field is incorporated
through the relative permeability, k . This parameter is evaluated in the model as ara

Ž .unique function of aqueous saturation using the form of Brooks and Corey 1964 :
2q3l

l
k s s 8Ž .Ž .ra a

Ž . Ž .where s s s ys r 1ys is the normalized saturation, s is the residual aqueousa a ra ra ra

phase saturation, and l is the pore size index, an empirical parameter based upon fitting
of moisture retention data.

Aqueous phase density and viscosity are, in general, composition-dependent. Aque-
Ž .ous phase density is computed in the model by Amagat’s law Reid et al., 1977 , which

assumes that the molar volumes of the mixture components are additive:

x i M iÝ a
i

r s . 9Ž .a i i ix M rrÝ a
i

Here x i is the aqueous phase component mole fraction, M i is the component moleculara

weight, and r i is the pure phase component mass density. The measured aqueous phase
viscosity at constant temperature was found to be relatively insensitive to PCE concen-

Ž .tration, but did vary as a function of surfactant concentration Taylor et al., 2000 . To
Ž .model the sand tank experiments, the viscosity of the surfactant solution Tween 80 at a

given concentration is estimated by linear interpolation between the measured aqueous
Ž .viscosity at 0% and 4% wt. at 228C:

m s0.9778q7.08=10y6 C s 10Ž .a a

where viscosity is in centipoise and aqueous phase concentration is in milligram per
liter.
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2.2. Solubilization modeling

Interphase mass transfer between the organic and aqueous phases is modeled as a
Žnonequilibrium process using the linear driving force relation Abriola et al., 1993;

.Taylor et al., 2000 :

Eo sK an Co yCo 11Ž .Ž .an e a ,sat a

where K sk a is the effective or overall aqueous-NAPL mass transfer coefficient, ke L L

is the aqueous controlled film mass transfer coefficient, a is the specific interfacial
Žcontact area between the NAPL and aqueous phases area per unit volume of porous

. omedia , and C is the concentration of organic in equilibrium with the aqueous phasea,sat

composition. The equilibrium concentration is evaluated as linear function of surfactant
Ž .concentration as determined from batch experiments Taylor et al., 2000 :

Co s150q0.67 C syC s 12Ž .Ž .a ,sat a a ,cmc

where concentration is expressed in milligram per liter.
Ž . Ž .Following the approach of Abriola et al. 1993 and Dekker and Abriola 2000 , a

relation for the effective mass transfer coefficient was developed from laboratory
column effluent data. The effective mass transfer coefficient is expressed as the product
of an initial effective mass transfer coefficient, determined from the effluent data, and an
interfacial area reduction factor that accounts for diminishing interfacial area with
decreasing NAPL saturation:

K sK A 13Ž .e eŽ i.

where K sk a is the column- determined initial effective mass transfer rate; keŽi. LŽi. Ži. LŽi.
is the initial film mass transfer coefficient; a is the initial specific contact area; andŽi.
Asara is an interfacial area reduction factor.Ži.

The initial effective mass transfer rate coefficient, K is evaluated with empiricaleŽi.
correlations developed from solubilization flushing experiments in laboratory soil

Ž .columns Taylor et al., 2000 . Under flowing conditions, this mass transfer coefficient is
related to the aqueous phase velocity:

K s0.0534q0.712 14Ž .eŽ i. a

where q is the aqueous specific discharge in centimeter per hour and the mass transfera

coefficient has units of liter per hour. During flow interruption periods, q is zero anda
Ž .Eq. 14 is therefore not applicable. Assuming the mass transfer coefficient remained

Ž .constant during flow interruptions, Taylor et al. 2000 found that a best fit with effluent
data was obtained with K s0.016 lrh, where K is the effective mass transfere.intŽi. e.intŽi.
rate during flow interruption conditions. Using effluent data obtained for a wide range of

Ž .flow interrupt durations, Taylor et al. 2000 found that an improved model fit could be
obtained if the mass transfer coefficient is expressed as a function of time:

y0 .539K s0.0347 1q t q0.0051 15Ž . Ž .e ,intŽ i.

where t is time from the start of the interrupt in hour. Both constant- and time-depen-
dent expressions for K were incorporated in the simulator.e.intŽi.
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To evaluate the interfacial contact area, the NAPL geometry is conceptualized as a
Ž .fixed number of spherical blobs within each computational element Dekker, 1996 . The

initial sphere diameters may be uniform or represented as a distribution of class sizes.
From geometric considerations, the specific interfacial contact area is

3
j jas a s fns 16Ž .Ý Ý n jrj j

where j is the number of sphere classes, a j is the specific interfacial contact are of the
jth sphere class, s j is the NAPL saturation in the jth sphere class, r j is the spheren

radius in the jth sphere class, and f is an empirical constant that accounts for the
proportion of interfacial area in contact with mobile aqueous phase. In the absence of
information, f is set to unity in this work. This assumption has no influence on model
predictions reported herein, since the interfacial area reduction factor is independent of f
Ž .see Eq. 13 .

At the start of each simulation, the initial contact area and the fixed number of NAPL
spheres is initialized for each computational element. The initial contact area is

Ž .evaluated from Eq. 16 and the number of NAPL spheres is evaluated with a volume
balance, obtaining:

3
ja s fns 17Ž .ÝŽ i. nŽ i. jrŽ i.j

ns j
;nŽ i. el

N s 18Ž .j 4 3jp rŽ .Ž i.3

where s j and r j are the initial NAPL saturation and the initial sphere radius in the jthnŽi. Ži.
sphere class, N is the fixed number of NAPL spheres in the jth sphere class, and ; isj el

the element volume.
The saturation of each NAPL sphere class is evaluated at the end of each time step

Ž Ž ..using the solution from the NAPL mass balance expression Eq. 2 and the relation:

Es j a j Esn n
s . 19Ž .

Et a Et

Ž .Subsequently, the sphere radius is updated by rearranging Eq. 18 ;

1r3jns ;n eljr s 20Ž .j4pN r3

Ž .and the interfacial contact area is updated from Eq. 16 . In the case of a single sphere
Ž . Ž . Ž .class size, Eqs. 16 , 18 and 20 can be used to obtain

2r3a sn
As s . 21Ž .ž /a s Ž .Ž i. n i
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2.3. Model implementation

The model formulation presented above was implemented in a numerical simulator
by modifying an existing two-dimensional multiphase flow and compositional transport

Ž .simulator, MISER Abriola et al., 1997 . MISER solves the governing flow and
transport equations in two space dimensions using a standard Galerkin finite element
approach with linear triangular elements. The model has been verified mathematically
through global mass balance computations, comparisons with one- and two-dimensional

Ž .analytical solutions, and intermodel simulation comparisons Abriola et al., 1997 . The
modified version of MISER was further verified through comparisons of enhanced
solubilization predictions with those obtained by the SURF2D model presented in

Ž .Dekker and Abriola 2000 . A summary of the numerical algorithm over a single time
step in MISER is as follows:

1. Using previous time step results, evaluate the aqueousrNAPL contact area with
Ž . Ž . Ž Ž ..Eqs. 16 and 20 , and update the aqueous phase viscosity Eq. 10 and relative

Ž Ž ..permeability Eq. 8 .
Ž Ž ..2. Iteratively solve the aqueous flow equation Eq. 1 , and compute aqueous phase

Ž Ž ..velocity Eq. 7 .
3. Using concentration information for the current iterations, update the aqueous

Ž Ž ..phase density Eq. 9 , and evaluate the aqueousrNAPL effective mass transfer
Ž Ž ..coefficient from Eq. 13 and the aqueousrsolid interphase mass exchange as
Ž .expressed in Eq. 6 .

Ž Ž ..4. Sequentially solve aqueous phase transport equations Eq. 4 for the organic
Ž Ž ..solute and surfactant components, the solid phase mass balance equation Eq. 6

for the organic solute and surfactant components, and the NAPL mass balance
Ž Ž ..equation Eq. 2 .

5. Increment iteration level and return to step 3 until convergence is established for
aqueous and solid phase concentrations.

Ž .6. Update the aqueous phase saturation with Eq. 3 and update sphere class
Ž .saturations using Eq. 19 .

3. Model application

The modified MISER model was used to stimulate surfactant flush experiments
Ž .described by Taylor et al. 2000 . All parameters used in the simulations were

determined by independent measurement or estimation. Porous medium and fluid
properties are listed in Tables 1 and 2, respectively. Solubilization mass transfer
coefficients were estimated from enhanced solubilization experiments in one-dimen-

Ž .sional laboratory soil columns Taylor et al., 2000 . The simulation of these column
experiments also provided an initial evaluation of model performance.
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Table 1
Soil properties used in simulations

Ottawa 20–30 sand F-70 silica sand Wurtsmith sand

Soil characteristics
a b cPorosity 0.33 0.41 0.33
a d cŽ .Mean grain size mm 0.71 0.2 0.35

2 y10a y12e y11fŽ .Intrinsic permeability m 3.9=10 8.19=10 4.2=10
3 d d gŽ .Solid density grcm 2.65 2.65 2.65

PCE-water retention parameters
a,h e c,hŽ .Brooks–Corey entry pressure cm H O 5.6 33.1 17.72

a e cBrooks–Corey pore size index 3.46 3.3 6.1
a e cResidual water saturation 0.07 0.189 0.125
i j jMaximum entrapped PCE saturation 0.12 0.21 0.15

Surfactant sorption parameters
b b bŽ .Langmuir Q mgrg 0.156 0.16 0.194ms
b b bŽ .Langmuir b lrmg 0.010 0.029 0.008s

k k kŽ .Desorption rate coefficient k lrh 0.01 0.01 0.01d

PCE sorption parameters
3 l l mŽ .Linear sorption coefficient cm rg 0.08 0.3 0.17

a Ž .Powers 1992 .
b Ž .Taylor et al. 2000 .
c Ž .Demond 1998 .
d Ž .U.S. Silica 1998 .
e Ž .Kueper and Frind 1991 .
f Estimated from grain size data.
gAssumed value.
hScaled from air–water retention data.
i Ž .Pennell et al. 1996 .
j Ž .Estimated from permeability Dekker, 1996 .
k Ž .Pennell and Abriola 1998 .
lScaled by estimated interfacial area.
m Ž .Sorption to similar sands, Kibbey 1998 .

Table 2
Fluid properties used in simulations

PCE Tween 80 4% Tween 80 solution
3 a b cŽ .Density grcm 1.62 1.08 1.002

a cŽ .Viscosity cP 0.90 1.261
3 y4dŽ .Aqueous solubility grcm 1.5=10

3 y6e y6bŽ .Aqueous diffusivity grcm 7.6=10 1.48=10

a Ž .Kueper and Frind 1991 .
b Ž .Dekker 1996 .
c Ž .Taylor et al. 2000 .
d Ž .Verschueren 1983 .
e Ž .Abriola et al. 1995 .
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3.1. Simulation of column flushing experiments

Ž .Taylor et al. 2000 describe five surfactant flush experiments conducted in 4.8 cm
inside diameter laboratory soil columns packed with Ottawa 20–30 sand. Characteristics
of the column flushing experiments are summarized in Table 3. Following the emplace-
ment of residual PCE, each column was flushed with a 4% Tween 80 surfactant
solution. Effluent PCE concentrations were measured over the course of the experiment.
Flow interrupts were also performed to evaluate solubilization rates under no flow
conditions.

The five column flushing experiments were simulated with the MISER model using
Ž . Ž .mass transfer relations, Eqs. 14 and 15 . Simulations were performed using either a

single sphere size or a seven-class sphere size distribution. The latter distribution was
Ž .based upon sieve analyses mass proportion of polymerized styrene that was entrapped

Ž .at residual saturation levels in the Ottawa 20–30 sand Powers, 1992 . The column
system was discretized into 200 triangular elements with nodal spacing of about 0.1 cm.
No flow boundary conditions were implemented along the walls of the column, a

Ž .constant mass flux third type condition was specified at the inlet, and a no dispersive
Ž .flux boundary condition second type was implemented at the column outlet.

Measured and simulated PCE effluent concentrations for all five experiments are
compared in Fig. 1. Visual inspection suggests good agreement was generally obtained
during flowing conditions, especially prior to the first flow interrupt. Poorer agreement
was obtained in the elution peaks following flow interrupts and during the flowing
portion following the interrupts in columns 3 and 4. The overall downward trend in
effluent concentrations was captured with the diminishing sphere model that incorpo-
rated an interfacial area reduction factor.

For comparative purposes, agreement between measured and predicted effluent
concentrations was also quantified by an average absolute normalized deviation defined
by:

Ý abs Co yCoŽ .n aŽm . aŽp.mdiffs 22Ž .on Cm a ,sat

where Co and Co are the measured and predicted effluent concentrations, respec-aŽm . aŽp.
tively, and n is the number of measured effluent concentrations. Average absolutem

Ž .normalized deviations from the five column experiments Table 4 ranged between a

Table 3
Summary of column experiments

Column 1 Column 2 Column 3 Column 4 Column 5

Ž .Length cm 10.2 9.6 9.9 10.0 10.0
Porosity 0.341 0.348 0.346 0.340 0.345

3Ž .Pore volume cm 62.94 60.45 61.98 61.52 62.43
Initial PCE saturation 0.1128 0.096 0.1357 0.1070 0.1087

3Ž .Flow rate cm rmin 1.0 2.5 0.25 1.25 1.5
Ž .Flow interrupt duration h 14.17 24.45 50 43 8.33
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Fig. 1. Measured and predicted PCE effluent concentrations as a function of cumulative effluent volume from five surfactant flush column experiments.
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Table 4
Average absolute normalized deviations in effluent concentrations predicted in the simulation of the five
column experiments

Column 1 Column 2 Column 3 Column 4 Column 5

Single sphere class 0.046 0.031 0.076 0.051 0.057
Seven sphere class 0.062 0.041 0.068 0.056 0.067

low of 0.031 in column 2 and a high of 0.076 in column 3. Note that the average
absolute normalized deviation is based upon data from the entire column flush experi-
ment and is most influenced by large deviations in the initial breakthrough period and
during the elution peaks.

Effluent concentration predictions using the seven-sphere class NAPL distribution
were slightly lower than corresponding concentrations obtained with a single sphere
class distribution. The lower PCE effluent concentrations are a consequence of a more

Ž .rapid change in interfacial area. A more rapid change in the area reduction factor A
was observed with the seven-class distribution because it was dominated by the smaller
sphere sizes, which contain a greater area to volume ratio. Predictions obtained with the
seven-sphere class distribution exhibit small visual deviations from those with the single

Ž .sphere class distribution Fig. 1 , and in four out of five cases had a larger mean
Ž .absolute normalized deviation Table 4 . For these reasons, the seven-sphere class

distribution was not employed in subsequent simulations.
Efforts were made to improve predictions during the elution peaks. Results in Fig. 1

Ž .were obtained using Eq. 15 to estimate the initial effective mass transfer coefficient
during the flow interrupt period, resulting in an over-prediction in the elution peak

Ž .height for the longest interrupt duration 50 h in column 3 and an under-prediction in
Ž .the elution peak height for the shortest interrupt duration 8.3 h in column 5 . Recall that

Ž .Taylor et al. 2000 did not consider interfacial area reduction prior to the flow
interruption in their development of the flow interruption mass transfer expression, Eq.
Ž .15 , assuming this change to be negligible for the early time flow interruptions. An
alternative time-dependent expression for the mass transfer coefficient, however, can be
developed that accounts for this preceding area reduction. In this approach, an initial

Ž .mass transfer coefficient is evaluated with Eq. 13 , where the value of A immediately
Ž .prior to a flow interruption is determined from Eq. 21 using the average PCE

Žsaturation at that time the PCE volume reduction prior to the flow interrupts varied
.between 22% and 30% in the columns . Using this approach, the following modified

mass transfer correlation for flow interruptions can be developed:

y0 .539K s0.038 1q t q0.009. 23Ž . Ž .e ,intŽ i.

Fig. 2 compares predicted PCE effluent concentrations for column 5 using three
Žalternative approaches to express the flow interrupt mass transfer coefficient a constant

Ž . Ž ..value, Eqs. 15 and 23 . Results show that an improvement in the match of the elution
Ž . Ž Ž ..peak height can be obtained when Eq. 23 is employed for flow interrupt Eq. 15
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Fig. 2. Comparison of predicted effluent concentrations in column 5 using alternative mass transfer correla-
tions for flow interrupt conditions.

conditions. Mean absolute normalized deviations using the constant mass transfer value,
Ž . Ž .Eq. 15 , and Eq. 23 were 0.061, 0.057, and 0.053, respectively.

The importance of using system calibrated mass transfer coefficients is illustrated in
Fig. 3. Here, PCE effluent concentration predictions are compared for column 2
experimental conditions using four alternative mass transfer correlation expressions: a

Ž .correlation based upon dodecane solubilization experiments Abriola et al., 1993 , a
Ž .correlation developed for NAPL dissolution Powers, 1992 , the PCE correlation given

Ž . Ž .by Eqs. 14 and 15 , and this same correlation ignoring the interfacial area reduction
Ž .i.e., As1 . Examination of Fig. 3 reveals that near equilibrium effluent concentrations
are predicted with the NAPL dissolution correlation. The predicted concentrations are
substantially greater than the measured values and, consequently, use of this correlation
results in an overly optimistic prediction of PCE recovery. In contrast, simulations using
the dodecane correlation exhibit an under-prediction of effluent concentrations over the
majority of the experiment, consistent with the much slower rates of dodecane micellar

Ž .solubilization Pennell et al., 1993 in comparison with those observed for PCE. The
dependence of mass transfer behavior on NAPL and surfactant characteristics was

Ž .examined by Luning-Prak et al. 2000 . Predictions using the PCE correlation exhibit a
close match with measured values. However, failure to incorporate interfacial area
reduction results in increasing deviations from measured values with time. Effluent
tailing behavior is not accurately captured if area reduction is neglected, resulting in an
unrealistic estimate of the time necessary for complete PCE recovery. Collectively, these
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Fig. 3. Comparison of predicted effluent concentrations in column 2 using alternative mass transfer correla-
tions.

simulations demonstrate that the accurate prediction of enhanced solubilization requires
the incorporation of rate-limited solubilization processes, the quantification of system-
dependent interphase mass transfer rates, and the explicit representation of interfacial
contact area or a saturation-dependent mass transfer coefficient.

3.2. Simulation of two-dimensional flushing experiments

Ž .Taylor et al. 2000 describe two enhanced solubilization experiments conducted in a
two-dimensional laboratory sand tank containing three different sands. The coarsest sand
Ž .Ottawa 20–30 was used as the background material, with less permeable ‘macro-het-
erogeneties’ embedded within it as rectangular-shaped lenses. The general configuration
of the sand tank system is shown in Fig. 4 and experimental conditions are summarized
in Table 5. A known quantity of PCE was injected into the tank at a constant flow rate
and allowed to drain and redistribute. Nonreactive tracer tests were performed before
and after the PCE release. Following PCE redistribution, the tank was flushed with 4%
Tween 80 surfactant solution at a fairly constant flow rate. Effluent concentrations of
PCE and surfactant were measured over the course of the experiment.

The sand tank experiments were simulated with the MISER model. The simulation
domain incorporated the actual size and location of the sand lenses, which varied
slightly between the two experiments. In model simulations, the sand lenses were
assumed to be perfectly rectangular. The vertical ends of the sand tank were screened
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Fig. 4. Numerical domain used in sand box simulations.

over the entire thickness and hydraulically connected to influent and effluent well
Ž .chambers 1=1.5=34 cm . The fluids were introduced and withdrawn through Teflon

tubes placed within the well chambers. Because of significant mixing within the well
chambers, these regions were included in the simulation domain and modeled as a high

Ž y9 2 .permeability porous medium ks1.0=10 m , ns1.0 . The entire tank domain was
Ž .discretized into approximately 6700 triangular elements 3500 nodes . Horizontal and

vertical nodal spacing ranged from 0.5 to 1.1 cm, with the majority of nodes spaced
about 1.0 cm apart.

No flow boundary conditions were specified along the entire tank boundary. Influent
Žconditions were simulated as a time-dependent mass flux third type condition for the

.transport equations specified at a single node corresponding to the depth of the Teflon
tube placed in the influent chamber. The influent flow rate was time varying, corre-
sponding to the measured average discharge within each effluent collection period. The
influent concentrations were specified as 4% Tween 80 and zero PCE concentration.
Effluent conditions were simulated with a constant head condition at a single node
corresponding to the depth of the Teflon tube placed in the effluent chamber. Second

Ž .type no dispersive flux conditions were implemented at this node for the transport
equations.

A major constraint of the modeling effort was the inability to accurately characterize
the initial PCE distribution prior to initiation of the surfactant flush. Two approaches

Table 5
Conditions of the laboratory sand tank surfactant flushing experiments

Box A Box B

Ž .Total pore volume ml 1104 1041
Ž .Effective PCE volume ml 38.05 18.54

Ž .Average PCE injection rate mlrh 20.0 18.9
Ž .Approximate PCE redistribution period h 36 72
Ž .Average surfactant solution injection rate mlrmin 3.95 0.91

Ž .Flow interrupt durations h 14.9, 15.2, 14.7 22.9, 18.8
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were used to specify the initial PCE distribution in an effort to develop realistic initial
conditions and to test the influence of the initial distribution on simulation results. In the
first approach, an initial PCE distribution was developed from visual observations by
qualitatively dividing the visual limits of the dyed PCE into regions of constant
saturation. These initial PCE distributions are shown in Fig. 5 and are referred to as the
Avisual distributionB. The total PCE mass in the visual distributions agrees to within 0.5
ml of the injected mass. In the second approach, the initial PCE distributions were
developed by simulating the PCE infiltration and redistribution event using a two-dimen-

Ž .sional immiscible flow simulator, M-VALOR Abriola et al., 1992 . These initial PCE
distributions are also shown in Fig. 5 and are referred to as the Asimulated distributionsB.
The visual and simulated distributions exhibit distinct differences. The configurations of
the PCE pools on the fine sand lenses are symmetric in the simulated distributions
because lenses were simulated as regular and horizontal. In reality, the lenses were
slightly irregular and titled, resulting in greater mass movement towards one end of the
tank. A second major differences between simulated and observed PCE distributions is
that horizontal spreading within flow paths between the lenses and in the pooled regions
is greater in the simulated case.

Ž .Tracer tests with potassium iodide conducted in Box A Taylor et al., 2000 were
initially simulated with MISER to verify the predicted flow field and to calibrate
dispersivity coefficients using a trial and error matching procedure. Fig. 6 compares the
measured and simulated tracer breakthrough curves using constant longitudinal and
transverse dispersivities of 0.1 and 0.01 cm, respectively. As anticipated from the scale

Ž .of the sand tank experiment, the fitted longitudinal dispersivity value 0.1 cm is about
Ž . Ž .double the values 0.038–0.065 cm measured by Taylor et al. 2000 in column tracer

tests in 20–30 mesh Ottawa sand. The fitted dispersivity values were applied uniformly
to all sands; no attempt was made to fit soil dependent dispersivities because it was
presumed that the flow regime was controlled by the background 20–30 Ottawa sand.
Additionally, no attempt was made to modify dispersivity values for the presence of
NAPL saturation. Simulations for the post-entrapment tracer test presented in Fig. 6
were obtained with the visual PCE distribution shown in Fig. 5. Slightly more dispersion
and later breakthrough was predicted than actually observed. This discrepancy is most
likely due to differences between the actual and simulated initial entrapment configura-
tion. Overall, however, the simulated tracer breakthrough curves agree reasonably well
with the observed breakthrough curves.

Surfactant flushing experiments in Boxes A and B were simulated using the PCE
distributions shown in Fig. 5 and mass transfer relations developed from the column

Ž Ž . Ž ..experiments Eqs. 14 and 15 with a single sphere class distribution. Measured and
predicted effluent concentrations and PCE recovery are compared in Fig. 7. Examination
of this figure reveals a variation in the extent of deviations between measured and
predicted effluent concentrations over the duration of the experiment. The figure also
suggests that these deviations depend on the assumed initial PCE distribution. Compar-
isons of cumulative PCE recovery in Fig. 7 reveal that PCE recovery in Box A was
under-predicted with a maximum deviation at the end of the experiment of 33.1% and
39.6% using the visual and simulated PCE distributions, respectively. Better agreement
between predicted and measured PCE recovery was obtained for Box B with a
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Fig. 6. Measured and simulated tracer breakthrough curves in box A.

maximum deviation at the end of the experiment of 0.04% and 7.9% using the simulated
and visual PCE distributions, respectively. In both experiments, predictions using the
visual PCE distribution generally gave better agreement with observed PCE recovery,
than did those using simulated distributions. A comparison of measured and predicted
surfactant effluent concentrations is also shown in Fig. 7. Generally, good agreement
was obtained for both boxes, although the slope of the observed breakthrough in Box B
was steeper than was predicted by the simulator. Predicted surfactant effluent concentra-
tions were minimally influenced by surfactant sorption, as determined by comparison
with the simulated breakthrough of a non-sorbing surfactant.

Experimental observations suggest that discrepancies between the observed and
predicted effluent concentrations may be largely attributed to variations between the
actual and assumed initial PCE distributions. Visual observation of PCE removal during
the surfactant flush indicated that PCE was removed first along unobstructed horizontal

Žflow paths between the inlet and outlet chambers i.e. above, below, and between the
.lenses , followed by a gradual shrinkage of the thickness of the NAPL pools above the

lenses. Therefore, PCE recovery during early periods was largely controlled by the
NAPL volume and distribution along the unobstructed horizontal flow paths above the
pooled regions, and late time recovery was largely controlled by the NAPL volume and
distribution within the pooled regions.

Fig. 7 shows that effluent concentrations within the initial breakthrough periods were
over-predicted with slightly better predictions obtained using the visual PCE distribu-
tions. An over-prediction in effluent concentration suggests that the NAPL contact area

Ž .above the pooled regions i.e. horizontal path length through the zone of residual NAPL
was overestimated due to the assumed initial PCE distributions. Fig. 5 shows that the
horizontal path length through the NAPL above the pooled regions is greater for the
simulated PCE distribution, which could account for the poorer predictions obtained
with this initial distribution. Effluent concentrations following the initial PCE break-

Ž .through Fig. 7 are generally under-predicted, suggesting an insufficient NAPL volume
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Fig. 7. Comparison of measured and simulated effluent concentrations and PCE recovery from sand tank
surfactant flush experiments.

or contact are within the horizontal flow paths in the model. During late time periods,
predicted effluent concentrations agree reasonably well with observed concentrations,
suggesting that the NAPL volume and contact area in the pooled regions was adequately
represented by both initial PCE distributions.

Effluent PCE concentration peaks following flow interruptions tended to be under-
predicted in most cases. Comparisons with simulation results using a constant mass

Ž .transfer coefficient not shown revealed that the functional form of the flow interruption
mass transfer expression did not significantly alter predictions of effluent concentrations.
The maximum PCE concentration in the elution peak following flow interruptions
appears to be most sensitive to the PCE distribution prior to the start of the interruption.
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Fig. 8. Comparison of predicted effluent concentrations from the simulation of the Box B experiment using
alternative mass transfer correlations.

The sensitivity of predicted effluent concentrations to the effective aqueous-NAPL
mass transfer coefficients is further examined in Fig. 8. Here, comparisons for the model
simulations of Box B experiment are shown for four interphase mass transfer correlation

Ž . Žexpressions: the dodecane correlation Abriola et al., 1993 , the PCE correlation Taylor
. Ž .et al., 2000 wherein interfacial area reduction is ignored As1 , and an AequilibriumB

Ž .solution obtained using the dissolution correlation Powers, 1992 during flowing
conditions and a large mass transfer coefficient during the flow interrupts. Effluent
concentrations predicted with the dissolution correlated exhibit a large disparity with
measured data during the initial break-through period. Note that the maximum concen-
tration attained is less than the saturated concentration due to dilution effects. After the
initial breakthrough period, predicted effluent concentrations for this AequilibriumB
simulation fall below observed concentrations due to the initial over-prediction of NAPL
removal and the consequent over-prediction of the reduction in NAPL contact area.
Similar behavior is observed when the PCE measured correlation is employed but
interfacial area reduction is ignored. Here, increased mass transfer coefficients result in
the over-prediction of effluent concentrations at early times, followed by the under-pre-
diction of PCE effluent concentrations at late times. Simulations obtained using the
dodecane correlation exhibit solution behavior similar to that obtained using the PCE
correlation. This is attributed to fact that the PCE and dodecane correlations predict
similar mass transfer coefficients at low velocities, but exhibit increasing disparity at

Ž .higher velocities, as shown previously in the column results Fig. 3 . Collectively, these
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results further emphasize the need for measurement of system-dependent mass transfer
correlations to accurately predict NAPL recovery at this scale.

4. Summary and conclusions

An improved solubilization simulator, based on the formulation of Abriola et al.
Ž .1993 , was used to simulate surfactant enhanced solubilization experiments in labora-
tory soil columns and sand tanks. Simulation results exhibited reasonable agreement
with measured PCE and surfactant effluent concentrations and PCE recovery. Additional
simulations were performed to evaluate the influence of the mass transfer coefficient and
the initial PCE distribution on prediction accuracy. Results from simulations of surfac-
tant enhanced solubilization in laboratory column and sand tank experiments support the
following conclusions.

Ž .1 The model formulation of enhanced solubilization presented by Abriola et al.
Ž .1993 is applicable for simulation of enhanced solubilization processes in multi-dimen-
sional heterogeneous systems.

Ž .2 Accurate prediction of enhanced solubilization processes requires the simulations
of rate-limited dissolution processes, the quantification of system-dependent interphase
mass transfer rates, and the explicit representation of interfacial contact area or a
saturation-dependent mass transfer coefficient.

Ž .3 Column-measured mass transfer coefficients can be used successfully for the
prediction of large-scale experiments.

Ž .4 Accurate prediction of NAPL recovery in the two-dimensional systems depends
on the knowledge of the initial NAPL entrapment configuration, which in turn is
strongly influenced by soil heterogeneity.

These findings suggest that numerical models can be successfully used to predict and
assess enhanced solubilization processes in field systems, provided that system hetero-
geneity and NAPL distribution can be adequately specified and that laboratory-scale
mass transfer coefficient correlations are available. Future research should be directed
towards the development and validation of interphase mass transfer relations for a
variety of soilrorganicrsurfactant systems, and towards the validation of simulations
for NAPL entrapment in heterogeneous systems.

Notation
a w y1 xspecific interfacial contact area L
A interfacial area reduction factor
b w 3 y1 xLangmuir sorption constant L M
C w y3 xmass concentration M L
Ca,cmc w y3 xaqueous phase concentration at the CMC M L
Ca,sat w y3 xsaturated aqueous phase concentration M L
DH w 2 y1 xhydrodynamic dispersion tensor L T
E w y3 y1 xinterphase mass transfer rate M L T
f interfacial area fraction in contact with mobile aqueous phase
g w y2 xgravitational acceleration L T
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k w 2 xintrinsic permeability L
kL w y1 xliquid film mass transfer coefficient L T
k ra aqueous phase relative permeability
Ke w y1 xeffective mass transfer coefficient T
l pore size index
M w y1 xmolecular weight M mol
N number of spheres
n porosity
nm number of measured data points
P w y1 y2 xphase pressure M L T
q w y1 xspecific discharge L T
r w xsphere radius L
s fluid saturation
sra aqueous residual saturation
S sorbed mass fraction
Sm,max Langmuir maximum sorption capacity
t w xtime T
m w y1 y1 xdynamic viscosity M L T
r w y3 xmass density M L
;el w 3 xvolume of computational element L
x component mole fraction

Subscripts and superscripts
a aqueous phase
i phase component
Ž .i initial time
j sphere size class
m solid phase
Ž .m measured
n organic liquid phase
o dissolved organic component
Ž .p predicted
s surfactant component
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