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Ambient particulate matter ≤ 2.5 µm in aerodynamic diameter (PM<sub>2.5</sub>) samples were collected at a centrally located urban monitoring site in Seattle, WA on Wednesdays and Saturdays using Interagency Monitoring of Protected Visual Environments (IMPROVE) samplers. Particulate carbon was analyzed using the thermal optical reflectance method that divides carbon into four organic carbon (OC), pyrolyzed organic carbon (OP), and three elemental carbon (EC) fractions. A total of 384 samples that were analyzed for 36 species were collected between March 1996 and February 2000. These data were analyzed with the standard factor analysis model using the Multilinear Engine (ME). Eleven sources were identified: sulfate-rich secondary aerosol (26%), diesel emissions (22%), wood smoke (16%), gasoline vehicle (10%), aged sea salt (8%), airborne soil (7%), nitrate-rich secondary aerosol (5%), sea salt (4%), oil combustion (3%), paper mill (2%), and ferrous metal processing (1%). The use of ME provided enhanced source separations, including the nitrate-rich aerosol source and two industrial sources that were not deduced in a previous PMF2 solution. Conditional probability functions using surface wind data and resolved source contributions aid in the identifications of local sources. Potential source contribution function analysis tentatively shows southern Washington State, along the Canadian border, and southwestern British Colombia, Canada as the possible source areas and pathways that give rise to the high contribution of the sulfate-rich secondary aerosol.

INTRODUCTION

Source apportionment studies for airborne particulate matter (PM) are needed with an increased focus on the control of the sources of airborne PM, since U.S. Environmental Protection Agency promulgated new national ambient air quality standards for airborne PM. Positive matrix factorization (PMF) (Paatero 1997) and Unmix (Henry and Norris 2002) have been shown to be powerful alternatives to traditional multivariate receptor modeling of airborne PM (Huang et al. 1999; Willis 2000; Qin et al. 2002; Maykut et al. 2003). PMF has been used to assess particle source contributions in Phoenix (Ramadan et al. 2000), in Vermont (Polissar et al. 2001a), in three northeastern U.S. cities (Song et al. 2001), and in Atlanta (Kim et al. 2003a). Unmix has been applied to several aerosol data sets from Los Angeles (Kim and Henry 2000) and Phoenix (Lewis et al. 2003). Also, PMF and Unmix were compared in the northern Vermont aerosol study (Poirot et al. 2001) and in the Seattle aerosol study (Maykut et al. 2003).

A more flexible tool to fit multilinear models, the multilinear engine (ME; Paatero 1999), was developed in order to solve any problem that can be expressed as a sum of product terms (e.g., Equation (1)). It has been used to analyze the standard bilinear factor analysis model (Ramadan et al. 2003) and multiway models (Xie et al. 1999; Yli-Tuomi et al. 2003; Hopke et al. 2003; Kim et al. 2003b).

The objective of this study is to examine the use of ME with the standard bilinear model for identifying particulate matter ≤ 2.5 µm in aerodynamic diameter (PM<sub>2.5</sub>) sources and estimating their contributions to PM<sub>2.5</sub> mass concentrations. In the present study, ME was applied to an ambient PM<sub>2.5</sub>
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compositional data set of 24 h integrated samples, including 8 individual carbon fractions collected during a 3 year period at the Interagency Monitoring of Protected Visual Environments (IMPROVE) (Malm et al. 1994) monitoring site in Seattle, WA. The resolved PM$_{2.5}$ particle sources and their seasonal trends are discussed. The results of this study were compared with the results of a previous chemical mass balance (CMB) study (Chow et al. 1998) and a two-way PMF (PMF2) study (Maykut et al. 2003).

EXPERIMENTAL

Sample Collection and Chemical Analysis

The PM$_{2.5}$ compositional data analyzed in this study consisted of samples taken on Wednesdays and Saturdays at the IMPROVE monitoring site (Beacon Hill) located in Seattle, Washington. As shown in Figure 1, the Beacon Hill monitoring site is centrally located within the Seattle urban area on a hilltop, 99 m above sea level. The monitoring site is located inside a water reservoir impoundment, located 5 km southeast of the downtown business district. The area to the immediate north and east of the reservoir is residential. The hill is part of a larger ridge defining the eastern edge of an industrialized valley. The Port of Seattle, and container shipping and warehousing areas are located northwest and west of the site. Highways having a traffic count of approximately $2 \times 10^5$ vehicles per day (Washington State Department of Transportation 2002) are closely situated about 2 km north and 1 km west of the site. The Pacific Ocean is located approximately 150 km west of the site, and Puget Sound is located immediately west of the site. Wind data were measured on a 10 m tower located at the site. The prevailing winds at the monitoring site were from the southwest (24%), northwest (13%), and northeast (18%). The highest wind speeds (upper 25%) were from the southwest (56%).

Integrated 24 h PM$_{2.5}$ samples were collected on Teflon, Nylon, and quartz filters. The Teflon filter was used for mass concentrations and analyzed via particle-induced X-ray emission (PIXE) for Na to Mn, X-ray fluorescence (XRF) for Fe

![Figure 1. Location of the IMPROVE monitoring site in Seattle, WA.](image-url)
to Pb, proton elastic scattering analysis (PESA) for elemental hydrogen concentration at University of California at Davis, CA (Cahill et al. 1987). The Nylon filter was analyzed via ion chromatography (IC) for sulfate (SO$_4^{2-}$), nitrate (NO$_3^{-}$), nitrite (NO$_2^{-}$), and chloride (Cl$^-$) at Research Triangle Institute, Research Triangle Park, NC. The quartz filter was analyzed via thermal optical reflectance (TOR) protocol (Chow et al. 1993) for 8 temperature-resolved carbon fractions (Desert Research Institute, Reno, NV). This protocol volatilizes organic carbon for 8 temperature-resolved carbon fractions (Desert Research Institute, Reno, NV). In this protocol, pyrolyzed organic carbon (OP) is oxidized at 550$^\circ$C to its original value. Then three elemental carbon (EC) fractions are measured in oxidizing atmosphere: EC1 at 550$^\circ$C, EC2 at 700$^\circ$C, and EC3 at 850$^\circ$C. Samples for which PM$_{2.5}$ mass concentrations were not available or all 8 carbon fractions were not available were excluded from this analysis. Samples in which the PM$_{2.5}$ mass concentration error flag was not “NM” (normal) were also not included in this study. XRF sulfur and SO$_4^{2-}$ showed excellent correlations (slope = 2.7 ± 0.03, $r^2 = 0.95$), so SO$_4^{2-}$ was excluded from the analysis. The reported EC1 concentration in the IMPROVE/TOR protocol includes the OP concentration. In this study, the OP was subtracted from EC1 and utilized as an independent variable. EC1 in this study did not include OP. Thus, a total of 384 samples collected between March 1996 and February 2000 and 36 species were used in this study. A summary of the PM$_{2.5}$ speciation data used in this study is given in Table 1.

**Data Analysis**

The general receptor modeling problem can be stated in terms of the contribution from $p$ independent sources to all chemical species in a given sample as follows (Miller et al. 1972; Hopke 1985):

$$x_{ij} = \sum_{k=1}^{p} g_{ik} f_{kj} + e_{ij}, \quad [1]$$

where $x_{ij}$ is the $j$th species concentration measured in the $i$th sample, $g_{ik}$ is the particulate mass concentration from the $k$th source contributing to the $i$th sample, $f_{kj}$ is the $j$th species mass fraction from the $k$th source, $e_{ij}$ is residual associated with the $j$th species concentration measured in the $i$th sample, and $p$ is the total number of independent sources. To solve a variety of receptor modeling problems, ME provides a new approach to the fitting process that is more general and flexible (Paatero 1999). ME uses a structural equation input along with a set of constraints and can solve widely different multilinear and quasi-multilinear problems. In this study, ME solved the standard bilinear model in Equation (1). There are an infinite number of possible solutions to the factor analysis problem due to the free rotation of matrices (Henry 1987). To decrease this rotational freedom, both ME and PMF2 use nonnegativity constraints on the factors (Paatero 1997, 1999). However, they use different algorithms to obtain the least-square solution and the nonnegativity constraints are imposed in different ways. Both ME and PMF2 provide a solution that minimizes an object function, $Q(E)$, based upon uncertainties for each observation (Paatero 1999). This function is defined as

$$Q(E) = \sum_{i=1}^{n} \sum_{j=1}^{m} \left( \frac{x_{ij} - \sum_{k=1}^{p} g_{ik} f_{kj}}{u_{ij}} \right)^2, \quad [2]$$

where $u_{ij}$ is an uncertainty estimate in the $j$th constituent measured in the $i$th sample.

In ME, the factor analysis problem is solved by using a modified form of the preconditioned Conjugate Gradient algorithm instead of Newton-Raphson method that is used in PMF. Also, constraints are imposed in ME as in traditional nonnegative least squares (hard constraints) rather than using the penalty function approach (softer constraint) in PMF. It is also easy to add additional constraints in ME, but this is not possible in PMF.

The application of ME depends on the estimated uncertainties for each of the data values. The uncertainty estimation provides a useful tool to decrease the weight of missing and below-detection-limit data in the solution. The procedure of Polissar et al. (1998) was used to assign measured data and the associated uncertainties as the input data to the ME. The concentrations were used for the measured data, and the sum of the analytical uncertainty and 1/3 of the detection limit value was used as the uncertainty assigned to each measured value. Values below the detection limit were replaced by half of the detection limit values, and their uncertainties were set at 5/6 of the detection limit values. Missing values were replaced by the geometric mean of the measured values, and their accompanying uncertainties were set at four times this geometric mean value.

The uncertainty must take into account both the measurement uncertainty and the temporal variability in the source profiles. In this study, it was found necessary to increase the estimated uncertainties of Al and K by a factor of two and three, respectively, to take the high variability into account so that the larger uncertainties decreased their weight in the model fit (Paatero and Hopke 2003). The estimated uncertainties of OC1 were increased by a factor of two to reduce the influence of the known positive artifact from the adsorption of gaseous OC (Pankow and Mader 2001), and the estimated uncertainties of EC1 were increased by a factor of two to account for the additional uncertainty from the subtraction of OP.

The results of ME were then normalized by a scaling constant, $s_k$, so that the quantitative source contributions as well as profiles for each source were obtained. Specifically,

$$x_{ij} = \sum_{k=1}^{p} (s_k g_{ik}) \left( \frac{f_{kj}}{s_k} \right), \quad [3]$$
Table 1
Summary of PM\textsubscript{2.5} and 36 species mass concentrations used for ME analysis

<table>
<thead>
<tr>
<th>Species</th>
<th>Arithmetic mean</th>
<th>Geometric mean(^{a})</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Number of BDL values (%)</th>
<th>Number of missing values (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PM\textsubscript{2.5}</td>
<td>8749</td>
<td>7600</td>
<td>1905</td>
<td>33368</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>OC1</td>
<td>428</td>
<td>298</td>
<td>6.7</td>
<td>3433</td>
<td>50 (13.0)</td>
<td>0</td>
</tr>
<tr>
<td>OC2</td>
<td>625</td>
<td>525</td>
<td>126</td>
<td>2876</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>OC3</td>
<td>986</td>
<td>792</td>
<td>149</td>
<td>5597</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>OC4</td>
<td>806</td>
<td>637</td>
<td>151</td>
<td>5147</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>OP</td>
<td>93</td>
<td>41</td>
<td>2.9</td>
<td>1868</td>
<td>273 (70.7)</td>
<td>0</td>
</tr>
<tr>
<td>EC1</td>
<td>1030</td>
<td>821</td>
<td>115</td>
<td>5813</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>EC2</td>
<td>65</td>
<td>47</td>
<td>2.9</td>
<td>260</td>
<td>164 (42.5)</td>
<td>0</td>
</tr>
<tr>
<td>EC3</td>
<td>18</td>
<td>14</td>
<td>1.5</td>
<td>99</td>
<td>287 (74.4)</td>
<td>0</td>
</tr>
<tr>
<td>S</td>
<td>497</td>
<td>402</td>
<td>52</td>
<td>1833</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>NO\textsubscript{2}</td>
<td>12</td>
<td>11</td>
<td>0.20</td>
<td>68</td>
<td>343 (88.9)</td>
<td>26 (6.8)</td>
</tr>
<tr>
<td>NO\textsubscript{3}</td>
<td>551</td>
<td>458</td>
<td>52</td>
<td>2399</td>
<td>0</td>
<td>26 (6.8)</td>
</tr>
<tr>
<td>Al</td>
<td>68</td>
<td>49</td>
<td>6.1</td>
<td>695</td>
<td>226 (58.5)</td>
<td>0</td>
</tr>
<tr>
<td>As</td>
<td>1.1</td>
<td>0.90</td>
<td>0.20</td>
<td>5.9</td>
<td>157 (40.7)</td>
<td>0</td>
</tr>
<tr>
<td>Br</td>
<td>2.9</td>
<td>2.4</td>
<td>0.38</td>
<td>20</td>
<td>1 (0.3)</td>
<td>0</td>
</tr>
<tr>
<td>Ca</td>
<td>43</td>
<td>38</td>
<td>11</td>
<td>223</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Cl</td>
<td>341</td>
<td>179</td>
<td>3.2</td>
<td>2564</td>
<td>267 (69.2)</td>
<td>0</td>
</tr>
<tr>
<td>Cl\textsuperscript{-}</td>
<td>216</td>
<td>88</td>
<td>0.30</td>
<td>1619</td>
<td>155 (40.2)</td>
<td>26 (6.8)</td>
</tr>
<tr>
<td>Cr</td>
<td>3.3</td>
<td>2.9</td>
<td>0.85</td>
<td>13</td>
<td>155 (40.2)</td>
<td>0</td>
</tr>
<tr>
<td>Cu</td>
<td>3.5</td>
<td>2.3</td>
<td>0.52</td>
<td>158</td>
<td>4 (1.0)</td>
<td>0</td>
</tr>
<tr>
<td>Fe</td>
<td>78</td>
<td>61</td>
<td>12</td>
<td>459</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>H</td>
<td>349</td>
<td>287</td>
<td>88</td>
<td>1717</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>K</td>
<td>58</td>
<td>50</td>
<td>13</td>
<td>219</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Mg</td>
<td>65</td>
<td>43</td>
<td>7.6</td>
<td>349</td>
<td>350 (90.7)</td>
<td>0</td>
</tr>
<tr>
<td>Mn</td>
<td>8.8</td>
<td>6.0</td>
<td>0.92</td>
<td>91</td>
<td>120 (31.1)</td>
<td>0</td>
</tr>
<tr>
<td>Na</td>
<td>313</td>
<td>235</td>
<td>17</td>
<td>2332</td>
<td>13 (3.4)</td>
<td>0</td>
</tr>
<tr>
<td>Ni</td>
<td>1.8</td>
<td>1.1</td>
<td>0.12</td>
<td>13</td>
<td>105 (27.2)</td>
<td>0</td>
</tr>
<tr>
<td>P</td>
<td>24</td>
<td>19</td>
<td>9.6</td>
<td>38</td>
<td>382 (99.0)</td>
<td>0</td>
</tr>
<tr>
<td>Pb</td>
<td>6.7</td>
<td>4.9</td>
<td>0.84</td>
<td>74</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Rb</td>
<td>0.27</td>
<td>0.24</td>
<td>0.09</td>
<td>0.93</td>
<td>264 (68.4)</td>
<td>0</td>
</tr>
<tr>
<td>Se</td>
<td>0.61</td>
<td>0.41</td>
<td>0.06</td>
<td>5.6</td>
<td>118 (30.6)</td>
<td>0</td>
</tr>
<tr>
<td>Si</td>
<td>83</td>
<td>63</td>
<td>7.3</td>
<td>947</td>
<td>2 (0.5)</td>
<td>0</td>
</tr>
<tr>
<td>Sr</td>
<td>0.65</td>
<td>0.53</td>
<td>0.10</td>
<td>5.5</td>
<td>48 (12.4)</td>
<td>0</td>
</tr>
<tr>
<td>Ti</td>
<td>7.5</td>
<td>6.3</td>
<td>0.84</td>
<td>27</td>
<td>90 (23.3)</td>
<td>0</td>
</tr>
<tr>
<td>V</td>
<td>6.6</td>
<td>5.0</td>
<td>0.69</td>
<td>46</td>
<td>127 (32.9)</td>
<td>0</td>
</tr>
<tr>
<td>Zn</td>
<td>12</td>
<td>9.7</td>
<td>1.7</td>
<td>61</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Zr</td>
<td>0.25</td>
<td>0.20</td>
<td>0.07</td>
<td>0.68</td>
<td>345 (89.4)</td>
<td>0</td>
</tr>
</tbody>
</table>

\(^{a}\)Data below the limit of detection were replaced by half of the reported detection limit values for the geometric mean calculations. BDL, below detection limit.

where \(s_k\) is determined by regressing total PM\textsubscript{2.5} mass concentrations in the \(i\)th sample, \(m_i\), against estimated source contribution values:

\[
m_i = \sum_{k=1}^{p} s_k g_{ik}. \tag{4}\]

**Conditional Probability Function**

The conditional probability function (CPF; Kim et al. 2003a) analyzes point source impacts from varying wind directions using the source contribution estimates from ME coupled with the wind directions measured on site. The CPF estimates the probability that a given source contribution from a given wind direction will exceed a predetermined threshold.
The same daily contribution was assigned to each hour of a given day to match to the hourly wind data. The CPF is defined as

$$\text{CPF} = \frac{m_{\Delta \theta}}{n_{\Delta \theta}}$$  \[5\]

where $m_{\Delta \theta}$ is the number of occurrence from wind sector $\Delta \theta$ that exceeded the threshold criterion, and $n_{\Delta \theta}$ is the total number of data from the same wind sector. In this study, 32 sectors were used ($\Delta \theta = 11.25$ degrees). Calm winds ($<1 \text{ m/s}$) were excluded from this analysis due to the isotropic behavior of wind vane under calm winds. From the tests with several different percentile of the fractional contribution from each source, the threshold criterion of upper 30% was chosen to show the directionality of the sources clearly. The sources that have high conditional probability values are likely to be located to the direction.

**Potential Source Contribution Function**

To estimate regional source impacts for the sulfate-rich secondary aerosol, the potential source contribution functions (PSCF; Ashbaugh et al. 1985; Hopke et al. 1995) was calculated using source contribution estimated from ME as well as backward trajectories reconstructed by the Hybrid Single Particle Lagrangian Integrated Trajectory (HYSPLIT) model (Draxler and Rolph 2003; Rolph 2003). Three-day backward trajectories starting at height of 500 m above the ground level were computed every day, producing 72 trajectories per sample. The geophysical region covered by the trajectories was divided into 3542 grid cells of $1^\circ \times 1^\circ$ latitude and longitude so that there are an average of 8 trajectory endpoints per cell. If a trajectory endpoint of the air parcel lies in the $ij$th cell, the trajectory is assumed to collect PM$_{2.5}$ emitted in the cell. Once the PM$_{2.5}$ is incorporated into the air parcel, it is assumed to be transported along the trajectory to the monitoring site. PSCF$_{ij}$ is the conditional probability that an air parcel that passed through the $ij$th cell had a high concentration upon arrival at the monitoring site defined as

$$\text{PSCF}_{ij} = \frac{m_{ij}}{n_{ij}}$$  \[6\]
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**Figure 2.** Measured versus predicted PM$_{2.5}$ mass concentration.

$$y = (0.90 \pm 0.02)x + (0.88 \pm 0.17)$$

$R^2 = 0.89$
where $n_{ij}$ is the total number of endpoints that fall in the $i$th cell and $m_{ij}$ is the number of endpoints in the same cell that are associated with samples that exceeded the threshold criterion. In this study, the average contribution of each source was used for the threshold criterion. The sources are likely to be located in the areas that have high PSCF values.

To minimize the effect of small values of $n_{ij}$ that result in high PSCF values with a high uncertainties, an arbitrary weight function $W(n_{ij})$ was applied to downweight the PSCF values for the cell in which the total number of endpoints was less than three times the average number of the endpoints per cell (Hopke et al. 1995; Polissar et al. 2001b):

$$W(n_{ij}) = \begin{cases} 1.0 & 24 < n_{ij} \\ 0.7 & 3 < n_{ij} \leq 24 \\ 0.4 & 2 < n_{ij} \leq 3 \\ 0.2 & 2 \leq n_{ij} \end{cases} \quad [7]$$

RESULTS AND DISCUSSION

To determine the number of sources, it is necessary to test different numbers of sources and find the optimal fit with the most physically reasonable results. The robust mode was used to reduce the influence of extreme values on the ME solution. A data point was classified as an extreme value if the residual exceeded four times the error estimate in the process of model iterations. The estimated uncertainties of those extreme values were then increased so that the weights of the extreme values in the solution were decreased. The final solutions were determined by experiments with different numbers of sources and different uncertainties for downweighting with the final choice based on the evaluation of the resulting source profiles as well as the quality of the individual species fits. The global optimum of the ME solutions were tested by using multiple random starts for the initial values used in the iterative fitting process (Paatero 2000). In the eleven-source solution, a factor is observed that appears to be a likely source and was not present in the ten-source solution. In twelve-source model, one factor was separated to two factors in a way that was not reasonable, and thus the eleven-source model was selected.

As shown in Figure 2, a comparison of the daily reconstructed PM$_{2.5}$ mass contributions from all sources with measured PM$_{2.5}$ mass concentrations indicates that the resolved sources effectively reproduce the measured values and account for most of the variation in the PM$_{2.5}$ mass concentrations ($slope = 0.90 \pm 0.02$, $intercept = 0.88 \pm 0.17$, and $r^2 = 0.89$). This shows improvement in model predictions when the slopes and intercepts are compared with those from previous PMF analysis ($slope = 0.87 \pm 0.02$, $intercept = 1.20 \pm 0.20$, and $r^2 = 0.88$).

The identified source profiles are presented in Figure 3. Figure 4 presents time series plots of estimated daily contributions from each source to PM$_{2.5}$ mass concentrations. In Figure 5, the averaged seasonal contributions from each source are presented (summer, April–September, winter, October–March). The observed seasonal variations may be due to variation in source strength or in transport condition or in both. The average source contributions of each source to the PM$_{2.5}$ mass concentrations are compared in Table 2 to the previous CMB study analyzing measurements from 1996 to 1997 and the PMF2 study analyzing measurements from 1996 to 1999.

Sulfate-rich secondary particles have high concentrations of S and provide the highest contribution to PM$_{2.5}$ mass concentrations (26%). Secondary aerosols typically become associated with carbon and tracer elements (Liu et al. 2003). This association is consistent with previous studies that observed similar profiles in the data from eastern U.S. (Song et al. 2001; Kim et al. 2003a, 2004), although the total contribution in Seattle is about 50% of those observed in the eastern U.S. As shown in Figures 4 and 5, the sulfate-rich secondary aerosol shows strong seasonal variation, with higher concentrations in summer when the photochemical activity is highest (Polissar et al. 2001a; Song et al. 2001). The average source contributions from sources to

<table>
<thead>
<tr>
<th>Source Type</th>
<th>Average source contribution (μg/m$^3$)</th>
<th>CMB$^a$</th>
<th>PMF2$^b$</th>
<th>ME$^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Secondary aerosol</td>
<td></td>
<td>1.6 (0.07)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sulfate aerosol</td>
<td></td>
<td>1.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sulfate-rich secondary aerosol</td>
<td></td>
<td>2.2 (0.10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nitrate-rich secondary aerosol</td>
<td></td>
<td>0.4 (0.02)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Motor vehicle</td>
<td></td>
<td>3.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gasoline vehicle</td>
<td></td>
<td>0.4 (0.03)</td>
<td>0.8 (0.06)</td>
<td></td>
</tr>
<tr>
<td>Diesel emissions</td>
<td></td>
<td>1.6 (0.1)</td>
<td>1.9 (0.10)</td>
<td></td>
</tr>
<tr>
<td>Sea salt</td>
<td></td>
<td>0.3 (0.04)</td>
<td>0.3 (0.04)</td>
<td></td>
</tr>
<tr>
<td>Aged sea salt</td>
<td></td>
<td>0.4 (0.02)</td>
<td>0.7 (0.03)</td>
<td></td>
</tr>
<tr>
<td>NaNO$_3$</td>
<td></td>
<td>0.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>M arine</td>
<td></td>
<td>0.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vegetative burning/cooking</td>
<td></td>
<td>1.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wood smoke</td>
<td></td>
<td>2.5 (0.2)</td>
<td>1.4 (0.09)</td>
<td></td>
</tr>
<tr>
<td>Airborne soil</td>
<td></td>
<td>0.3</td>
<td>1.2 (0.08)</td>
<td>0.6 (0.03)</td>
</tr>
<tr>
<td>Oil combustion</td>
<td></td>
<td>0.1</td>
<td>0.9 (0.07)</td>
<td>0.2 (0.02)</td>
</tr>
<tr>
<td>Paper mill</td>
<td></td>
<td>0.1</td>
<td>0.2 (0.01)</td>
<td></td>
</tr>
<tr>
<td>Metal processing</td>
<td></td>
<td>0.2</td>
<td>0.1 (0.005)</td>
<td></td>
</tr>
</tbody>
</table>

$^a$Chow et al. (1998).
$^b$Maykut et al. (2003).
$^c$This study.
the PM$_{2.5}$ mass contributions are compared between weekday and weekend in Figure 6. The sulfate-rich secondary aerosol does not show weekday/weekend variations, reflecting its nature of regional transport. The averaged contribution of 2.2 µg/m$^3$ from the sulfate-rich secondary aerosol to the PM$_{2.5}$ mass concentration is consistent with 2.3 µg/m$^3$ of sulfate-rich secondary aerosol identified in Spokane, WA (Kim et al. 2003c). The prior PMF2 study (Maykut et al. 2003) resolved 1.6 µg/m$^3$ contribution of secondary aerosol, including sulfate-rich and nitrate-rich aerosols. An earlier CMB study (Chow et al. 1998) resolved 1.7 µg/m$^3$ contribution of sulfate aerosol that did not include secondary organics.
Figure 4. Time series plot of source contributions.
As shown in Figure 7, the PSCF plot of this source shows high values in southern Washington, along the Canadian border, and in southwestern British Columbia, Canada as potential source areas and pathways that give rise to the high contribution to the Beacon Hill monitoring site. These identified areas also include areas where the sulfate-rich secondary aerosol is formed in addition to areas where the sources are located. The high PSCF values that lie in southern Washington State could be related to emissions from coal-fired, electricity-generating plants located between Washington and Oregon. In contrast, the region with a coal-fired, electricity-generating plant located 90 km south of the monitoring site has low PSCF values, indicating the emissions from this source are too close to provide the time required for secondary formation. Also, this region is a favored upwind region in the winter when secondary formation is suppressed. The PSCF plot indicates regional influences from the areas where industries and coal-fired power plants are located. However, the HYPLIT model (Draxler and Rolph 2003; Rolph 2003) is not accounting for terrain effects that are important in the northwest region, and therefore these results are preliminary and warrant further study with alternative trajectory models.

Gasoline vehicle and diesel emissions have high concentrations of the carbon fractions whose abundances differ between the source types. Gasoline vehicles and diesel emissions account for 10% and 22% of the PM$_{2.5}$ mass concentration, respectively. In the PMF2 analysis (Maykut et al. 2003), gasoline vehicle and diesel emissions account for 4% and 18%, respectively. The ME extracted fractional carbon profiles for the 4 main combustion sources are presented in Figure 8. Gasoline vehicles emissions have high OC fractions concentrations. In contrast, diesel emissions contain high concentrations of EC. These are consistent with previous measurements (Watson and Chow 2001; Watson et al. 1994, 2001; Lowenthal et al. 1994). Specifically, the gasoline vehicle emissions has large amounts of OC3 and OC4. Diesel emissions contain high concentrations of EC1. These results are similar to those estimated in an Atlanta aerosol study including 8 carbon fractions (Kim et al. 2004). However, the contribution from the highly emitting gasoline vehicles, which has high concentration of EC1, can be included in the diesel emissions.

In Figure 9, conditional probabilities of source directions for each source are plotted in polar coordinates. The highest CPF values of gasoline vehicle source points are to the west, which is the direction of closely located highway junction. Diesel emissions appears to have contributions mostly from west and northwest where highway junction and Port of Seattle are
Figure 6. The comparisons of model resolved contributions between weekday and weekend (mean ± 95% confidence interval).

Located. Both gasoline vehicle and diesel emissions show weekday/weekend variations in Figure 6. The strong weekday-high variations of diesel emissions suggests the assignment to vehicles operating primarily on weekdays (Lewis et al. 2003). The ratio of the average contributions of diesel emissions relative to gasoline vehicle of 2.3 (= 1.88 μg/m³ diesel emissions/0.83 μg/m³ gasoline vehicle emissions) is consistent, with modeled ratios of 2.3 in Atlanta (Kim et al. 2004) and slightly lower than 3.2 in Pasadena, 3.0 in west Los Angeles (Schauer et al. 1996). The CMB study estimated a 3.2 μg/m³ contribution from motor vehicle sources (Chow et al. 1998). The sum of mass contributions from gasoline vehicle and diesel emissions is 2.7 μg/m³ and 2.0 μg/m³ in this study and the PMF2 study (Maykut et al. 2003), respectively. Gasoline vehicles and diesel emissions contributed more to the PM$_{2.5}$ mass in the winter, as shown in Figure 5. The observed seasonal variations are
probably due mainly to increased condensation of semivolatile compounds in winter as well as reduced mixing and dilution in the mixing layer during the frequent winter stagnation in Seattle.

The measured carbon fraction profiles from the source test reveals that the measured gasoline vehicle emissions have a large amount of OC4 and the diesel emissions contain high concentration of EC2 (Watson et al. 1994; Lowenthal et al. 1994). In contrast, the ME-derived carbon fraction profiles of this study have large amounts of OC3 and OC4 for the gasoline vehicle emissions and EC1 for the diesel emissions. The change in the evolution of carbon fractions in the thermal analysis may be influenced by the presence of other aerosol constituents. Transition metal oxides in the atmospheric aerosol may catalyze the oxidation of OC and EC fractions at a lower temperature, which results in higher concentrations of OC3 for the gasoline vehicle emissions and EC1 for the diesel emissions (Fung et al. 2002).

Wood smoke is characterized by OC and K (Watson et al. 2001) contributing 16% (1.4 μg/m³) to the PM$_{2.5}$ mass concentration. This source is highly correlated with As (Pearson correlation coefficients = 0.90), which may be caused by the residential burning of wood scraps that were treated by chromated copper arsenate as a wood preservative. This high correlation was also reported in previously PM F2 study (Maykut et al. 2003). The CMB study identified a vegetative burning/cooking source contributing 1.8 μg/m³ to the PM$_{2.5}$ mass concentration (Chow et al. 1998). The PM F2 study (Maykut et al. 2003) showed 2.5 μg/m³ contribution of wood burning to the PM$_{2.5}$ mass concentration. This source profile has large amount of lower temperature carbon fractions (OC1–OC4), as shown in Figure 8. This source has a seasonal trend with higher values in

Figure 7. Potential source contribution function plot for the sulfate-rich secondary aerosol source.
winter, suggesting residential wood burning. The CPF plot for
wood smoke points to the north and east, where the residential
areas are located.

Aged sea salt is suggested because the profile characterized
by its high mass fraction of S, NO$_3^-$, Cl$^-$, and Na, which may be
due to chloride displacement by the acidic gases. This source
accounts for 8% (0.7 $\mu$g/m$^3$) of the PM$_{2.5}$ mass concentration.
The CMB study deduced NaNO$_3$ contributing 0.8 $\mu$g/m$^3$ to the
PM$_{2.5}$ mass concentration (Chow et al. 1998). The PMF2 study
showed 0.4 $\mu$g/m$^3$ contribution of aged sea salt that had high
concentrations of NO$_3^-$ and Na (Maykut et al. 2003). This source
has a seasonal trend with slightly higher contributions in sum-
mer. In Figure 9, there are indications of higher contributions from
the west in which the Pacific Ocean and Puget sound are
situated.

Airborne soil is characterized by Si, Fe, Ca, Al, and K
(Watson and Chow 2001; Watson et al. 2001) contributing 7%
(0.6 $\mu$g/m$^3$) to the PM$_{2.5}$ mass concentration. The previous
studies showed 0.3 $\mu$g/m$^3$ (Chow et al. 1998) and 1.2 $\mu$g/m$^3$
(Maykut et al. 2003) contributions of airborne soil to the PM$_{2.5}$
mass concentration. The airborne soil shows seasonal variation
with higher concentrations in the relatively dry summer sea-
son. The carbon contents in this source and main contributions
from northwest and west suggest that the airborne soil is mainly
crustal particles resuspended by road traffic. The high contribu-
tion of this source on April 29, 1998 is the result of an Asian
dust storm in western China and Gobi desert between 14 and
19 April, 1998 (Tratt et al. 2000; Vancuren et al. 2002).

The nitrate-rich secondary aerosol is represented by its high
concentration of NO$_3^-$. This source accounts for 5% of the PM$_{2.5}$
mass concentration. This source was not resolved in the previous
CMB and PMF studies (Chow et al. 1998; Maykut et al. 2003).
This source does not have strong seasonal variations shown in
Figures 4 and 5. In the studies of northeastern aerosols (Song
et al. 2001) and southeastern aerosols (Kim et al. 2004), nitrate-
rich secondary particles have a seasonal variation with maxima
in winter, suggesting that low temperature and high relative hu-
midity help the formation of nitrate aerosols in eastern U.S. In
Seattle, the weak seasonal variation of nitrate-rich secondary
aerosol is thought to be caused by low photochemical activity in
winter in Seattle (Stein and Lamb 2003). The CPF plot shows the
contributions from north. This direction is thought to indicate
the contributions from downtown Seattle and highway junction
between I-5 and I-90.

The sea salt is represented by its high concentration of Na
and Cl$^-$, accounting for 4% of the PM$_{2.5}$ mass concentration.
The 0.3 $\mu$g/m$^3$ average contribution of sea salt to the PM$_{2.5}$
mass concentration is consistent with 0.3 $\mu$g/m$^3$ resolved in the
PM F2 study (Maykut et al. 2003). The CMB study also resolved
0.3 $\mu$g/m$^3$ contribution from marine sources (Chow et al. 1998).
This source shows a winter-high seasonal pattern. In Figure 9,
the CPF plot shows the contributions from the southwest, which
Figure 9. Conditional probability function plots for the highest 30% of the mass contributions.
is consistent with the direction of higher wind speed (upper 25%) at the Beacon Hill monitoring site.

Oil combustion is characterized by carbon fractions, V, and Ni. This source contributes 3% (0.2 µg/m³) to the PM2.5 mass concentration. The previous Seattle aerosol studies estimated 0.1 µg/m³ (Chow et al. 1998) and 0.9 µg/m³ (Maykut et al. 2003) contributions to the PM2.5 mass concentration. As shown in Figure 8, this source profile has large amount of OC/4 carbon fractions, reflecting residual oil combustion for the utilities and industries. The CPF plot of this source in Figure 9 points to the northwest, indicating downtown Seattle and the Port of Seattle as major contributors of this source. The impacts of oil combustion shows a summer-high seasonal trend in Figure 5 and does not show weekday/weekend variations, as shown in Figure 6.

In this study, two industrial point sources were extracted that were not resolved in the PMF2 study (Maykut et al. 2003). A paper mill profile is identified by Na and K (USEPA 2002) contributing 2% (0.2 µg/m³) to the PM2.5 mass concentration. The CPF plot for the paper mill in Figure 9 points to the west, northwest, and northeast, where paper and pulp mills are located. Ferrous-metal–processing is identified by its high mass fractions of Fe, Mn, Si, Ca, Cr, and Cu (USEPA 2002). This source accounts for 1% (0.1 µg/m³) of the PM2.5 mass concentration. In Figure 9, there are indications of higher contributions from the west and south, suggesting the specific ferrous-metal–processing plant located about 5 km west of the site, as well as several facilities located south of the site. These two industrial point sources do not show a strong seasonal pattern. The ferrous metal processing does show a strong weekday-high variation. The CMB study attributed 0.1 µg/m³ and 0.2 µg/m³ of the PM2.5 mass concentration to the paper mill and metal processing sources, respectively (Chow et al. 1998).

CONCLUSION

Integrated PM2.5 compositional data from samples collected at an urban monitoring site in Seattle, Washington were analyzed using a different least-squares program, M E. The M E solution provided an enhanced source resolution, including two industrial point sources and the nitrate-rich aerosol source, which were not deduced by a previous PMF2 study of the Seattle aerosol (Maykut et al. 2003). The gasoline vehicle emissions show carbon fractions without significant EC. Diesel emissions contain high concentrations of the EC fractions. Sulfate-rich secondary aerosols and diesel emissions are two largest PM2.5 sources at the Beacon Hill monitoring site, accounting for 48% of the mass concentration. The impacts from local point sources are clearly seen using M E results combined with the CPF plots. The preliminary PSCE analysis indicates that southern Washington, along the Canadian border, and southwestern British Colombia, Canada are the possible source areas and pathways of the sulfate-rich secondary aerosols that impact on Beacon Hill monitoring site during the study period.
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