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1. Introduction

During summertime, ground-level concentrations
of ozone frequently exceed the National Ambient Air
Quality Standard (NAAQS) for 1-h ozone over a large
portion of the northeastern United States. Currently,

emission reductions required to complywith the ozone
NAAQS are being determined by applying three-
dimensional, regional-scale, grid-based photochemi-
cal models to historical ozone episodic events that
typically last 2–5 days (Tesche et al. 1996; Russell and
Dennis 2000). In such an approach, simulations with
varying emission reduction scenarios but the same me-
teorological conditions are carried out to address how
a particular ozone episode could have been mitigated.
The results from a few of these episodic simulations
are often used to make more general statements about
the efficacy of a certain emission control strategy for
a given region.

In this study, we present an approach to compar-
ing observations and model outputs that focuses on the
timescales that are being resolved by the photochemi-
cal models. The concept of scale analysis is widely
used for research in physical sciences, including me-
teorology, climatology, and air pollution (Goody et al.
1998; Salcedo et al. 1999). In recent years, several in-
vestigators have applied this concept to the analysis
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and interpretation of the observed ground-level ozone
concentrations in an attempt to better understand the
ozone process (Rao et al. 1997; Vukovich 1997;
Milanchus et al. 1998). While these studies used dif-
ferent approaches to perform the scale analysis, they
demonstrated the need to separate the ozone time se-
ries into different temporal components to identify
processes that affect ambient ozone concentrations.
For example, Vukovich (1997) showed that a combi-
nation of interannual and synoptic-scale forcings
caused a large number of days with high ozone con-
centration for large regions in the eastern United
States. Rao et al. (1997) and Rao et al. (1998) showed
that the synoptic component of ozone demonstrates the
regionality of the ozone problem, and that changes in
the long-term component of ozone, the trend, due to
the implementation of emission control strategies can
only be detected when seasonality is removed (Porter
et al. 2000). However, these studies did not explicitly
address the implications of their results to the use of
photochemical models.

Initially, photochemical box models were used to
study urban air quality (e.g., McRae and Seinfeld
1983). Subsequently, grid-based photochemical mod-
els such as the Regional Oxidant Model (Lamb 1983),
the Urban Airshed Model with the Carbon Bond IV
mechanism (U.S. Environmental Protection Agency
1990), and the Urban Airshed Model, Variable-Grid
Version (UAM-V) (Systems Applications Interna-
tional 1995) were used in regional-scale air quality
studies. Typically, only a few episodic days were
simulated for limited regional domains (e.g., Hanna
et al. 1996). As part of the Ozone Transport Assess-
ment Group (OTAG) modeling activities, photochemi-
cal models were applied to a domain covering the
eastern United States for simulation periods of up to
10 days to investigate the role of ozone transport. Also,
analysis of observational data as part of the OTAG
activities revealed the regional nature of the ozone
problem in the eastern United States (Porter et al. 1996;
OTAG 1997). Another reason for the interest in
longer-term modeling is related to the 8-h NAAQS for
ozone.

In this paper, we compare observations and pho-
tochemical modeling results from a simulation that
was carried out continuously for the three summer
months (June–August) of 1995. Because of the long
modeling period, we are able to construct the ozone
power spectrum and define intraday, diurnal, synop-
tic, and long-term timescales embedded in ozone time
series. With traditional 2–3-day episodic modeling, we

can barely resolve the intraday and diurnal timescales
and cannot resolve any longer timescales. We show
that timescales greater than diurnal need to be consid-
ered in order to understand the nature of the ozone
problem, to evaluate model performance on different
timescales, and to quantify the efficacy of emission
control strategies. We also discuss the importance of
extended simulation periods when applying photo-
chemical models in a regulatory setting and demon-
strate that the shift from the 1– to the 8-h ozone
NAAQS increases the importance of longer-term
timescales.

2. Databases and method of analysis

a. Databases
Ozone observations were extracted from the U.S.

Environmental Protection Agency’s (U.S. EPA)
Aerometric Information Retrieval System (AIRS) da-
tabase; modeled ozone concentrations were obtained
from a seasonal simulation of the UAM-V (Systems
Applications International 1995) for the time period
4 June–31 August, 1995, covering the eastern United
States. The meteorological input for this simulation
was prepared using the Regional Atmospheric Mod-
eling System (RAMS3b), whose application to re-
gional air quality simulations was discussed by Pielke
and Uliasz (1998). Details on meteorological model-
ing with RAMS3b can be found in Lagouvardos et al.
(1997). UAM-V was run with two nested grids; the
outer grid at 36-km resolution extends from 26° to
47°N and 99°  to 67°W, and the inner grid at 12-km
resolution extends from 32° to 44°N and 92° to
69.5°W. Fourteen vertical layers extend from the sur-
face to about 4 km in the UAM-V model. The emis-
sion inventories used here have been described by Rao
et al. (2000). The performance of the modeling sys-
tem used in this simulation has been evaluated in Rao
et al. (2000) and Sistla et al. (2000, unpublished manu-
script). Only the monitoring data from stations within
the inner grid and model results from grid cells that
contained observational sites are analyzed.

For our analysis of the effects of emission control
strategies, three additional seasonal simulations of the
RAMS/UAM-V system were used. For the first of
these additional simulations, all anthropogenic nitro-
gen oxide (NO

x
) emissions were uniformly reduced by

50% and all anthropogenic volatile organic compound
(VOC) emissions were reduced by 25%. For the other
two simulations, the vertical resolution of the UAM-
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V was set to five layers for the outer grid and seven
layers for the inner grid, and the two emission reduc-
tion scenarios reflect projected emissions for 2007 (re-
ferred to as the 2007 base case) and a case with reduced
emissions (referred to as the 2007 budget case)
(N. Meyer 1996, personal communication). The re-
duced emissions scenario is aimed at reducing the re-
gional-scale transport of ozone and its precursors as
identified in the OTAG process (OTAG 1997), espe-
cially by reducing NO

x
 emissions from point sources.

b. Definition of timescales and associated
processes
Time series of atmospheric pollutant concentra-

tions contain fluctuations occurring on many differ-
ent timescales. However, the highest and lowest
resolvable frequencies are dictated by the sampling in-
terval and the length of the data record, respectively.
Since we analyze hourly concentrations of both ozone
observations and model predictions for a time period
of three months, the shortest period that can be re-
solved is 2 h and the longest period is on the order of
30–40 days. Spectral analysis indicates that the single
largest forcing in the hourly ozone time series data is
the diurnal forcing having a period of 24 h (Rao et al.
1997). Because of its large energy, it is necessary to
separate the diurnal signal from the time series.
Additional frequency bands of interest are the intraday
range (periods less than 12 h), the synoptic range (pe-
riods of 2–21 days), and longer-term fluctuations (i.e.,
baseline that contains periods longer than 21 days).
While an approximate choice of these periods was
based on physical considerations (the intraday com-
ponent should include fast-acting, local-level pro-
cesses; the diurnal component should be dominated by
the 24-h periodicity; the synoptic component should
contain fluctuations related to changing weather pat-
terns; and the baseline should contain the low-fre-
quency part of the signal), the actual choice of
frequency ranges was made to minimize the covari-
ance between the estimates of the different compo-
nents. Details on the choice of filter parameters for the
estimation of spectral components can be found in
Eskridge et al. (1997) and Rao et al. (1997).

The atmospheric processes that contribute to
intraday fluctuations of ozone include vertical mixing,
local NO titration by fresh emissions, and ozone re-
sponse to fast-changing emission patterns during
morning and evening rush hours. In addition, variabil-
ity, for example, in wind speed and actinic flux on this
timescale also will affect the intraday component for

ozone. Diurnal fluctuations in ground-level ozone are
associated with diurnal variation of the solar flux and
the resulting differences between daytime photo-
chemical production and nighttime removal of ozone.
The variations of ozone on the synoptic scale are
caused by the changing meteorological conditions
such as the presence of a stagnant high pressure sys-
tem or the passage of frontal systems. Changing me-
teorological conditions on the synoptic scale also will
affect the synoptic ozone component through day-to-
day variations in the mixing heights and the presence/
absence of clouds. The baseline fluctuations are par-
tially caused by the seasonal variation of the solar flux
or larger-scale transport patterns, but in addition, con-
tain processes that cannot be attributed to either syn-
optic or seasonal variations and either act slowly or
cause a shift in the mean ozone concentration,
forexample, changes in deposition due to changes in
surface properties (such as leaf area index, harvesting,
or drought conditions).

c. Spectral decomposition
While any method that can cleanly decompose a

time series into fluctuations characterizing the desired
timescales can be applied, we used the Kolmogorov–
Zurbenko (KZ) filter (Zurbenko 1986) here because
of its powerful separation characteristics, simplicity,
and ability to handle missing data. Since a detailed dis-
cussion of the KZ filter along with a comparison to
other separation techniques can be found in Eskridge
et al. (1997) and Rao et al. (1997), we present only the
key features of the KZ separation technique.

The KZ filter is an iterated moving average filter:
the output from a simple moving average is again sub-
jected to the same moving average operation for a
specified number of iterations. Thus, the KZ filter can
be characterized by two parameters, the length of the
moving average window, m, and the number of itera-
tions, k. The KZ filter is a low-pass filter: the filtered
time series contains low-frequency fluctuations while
the difference between the original time series and the
filtered time series (residuals) contains the high-
frequency part of the time series. A bandpass filter is
created by taking the difference between two filtered
time series. The separation point (cutoff frequency) be-
tween the high-frequency and low-frequency compo-
nent is a function of the filter parameters m and k (Rao
et al. 1997). The components of interest in this study,
namely, the intraday (ID), diurnal (DU), synoptic (SY),
and baseline (BL) components, are estimated as
follows:
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(1)

BL(t) = KZ
103,5

 {ln[O
3
(t)]},

where KZ
m,k

 is the KZ filter with a window size of m
hours and k iterations.

The transfer functions for the KZ
3,3

, KZ
13,5

, and
KZ

103,5
 filters, respectively, as a function of frequency

are presented in Fig. 1. Frequencies that cannot be re-
solved in this analysis because of the limitations of the
data record (i.e., periods shorter than 2 h and longer
than about 30–40 days) are left unshaded in Fig. 1. The
value of the transfer function at a given frequency rep-
resents the fraction of energy of an oscillation with that
frequency that would be retained in the filtered time
series. Consequently, the remaining fraction of energy
would be present in the residuals. For example, we see
that about 90% of the energy associated with a weekly
oscillation would appear in the estimate of the synop-
tic component, while about 10% of the energy would
be transferred to the estimated diurnal component. For
an ideal separation, the transfer functions would be
step functions, and the energy of any given fluctua-
tion would appear in no more than one estimated com-
ponent. In reality, however, the separated components
are not completely orthogonal, and our choice of the
filter parameters is based both on the desired separa-
tion between the components and minimization of the
covariances between the components. In particular, it
can be seen that our ability to examine the intraday
component at one end of the spectrum and the baseline
component at the other side of the spectrum is con-
strained due to the sampling interval (hourly measure-

ments) and the length of the data record (three-month
duration). Therefore, a considerable amount of energy
from the diurnal signal (about 10%) will be present in
the intraday component.

Keeping these constraints in mind, the KZ filter-
ing method permits us to study the ozone processes
on separate timescales. However, this separation does
not imply that these processes are independent. As an
example, the effect of vertical mixing, which occurs
on an intraday scale, on ground-level ozone is expected
to be dependent on the level of the ozone concentra-
tion aloft, which can vary on the synoptic timescale
(Zhang and Rao 1999). But this method does allow the
timescales that are important in understanding the high
ozone concentration levels on a regional scale, which
is the object of this study, to be identified.

d. Log transform of data
Time series of ozone concentrations are log trans-

formed prior to analysis to stabilize the variance of
each component. Without a log transform, the variance
of the residual intraday component would exhibit a
strong unwanted diurnal structure. The logarithmic
scale also has the benefit of being a proportional scale.
Thus, by adding all components as defined in Eq. (1),
the ozone process is represented as

ln[O
3
(t)] = ID(t) + DU(t) + SY(t) + BL(t), (2)

where the intraday, diurnal, and synoptic components
are zero-mean processes (filter residuals or created
from bandpass filters). To obtain the actual ozone con-
centration in units of parts per billion (ppb) at any
given time t, Eq. (2) can be rewritten as

O
3
(t) = eID(t) eDU(t) eSY(t) eBL(t). (3)

For example, inserting in expression (3) values of
0.10, 0.8, 0.1, and 3.4 of the ID, DU, SY, and BL com-
ponents, respectively, which are typical afternoon val-
ues under a moderate synoptic and baseline forcing,
yield an ozone value of 81 ppb, while values of 0.1,
�0.8, 0.1, and 3.4 of the ID, DU, SY, and BL compo-
nents, respectively, would yield an ozone concentra-
tion of 17 ppb at nighttime for the same ID, SY, and
BL forcing. Since exp(x) � 1 � x for small values of x,
the numeric values of a given zero-mean component
(i.e., ID, DU, or SY), when multiplied by 100, can be
thought of also as the approximate percentage increase
(or decrease) of the ozone concentration due to this
component over the concentration given by the prod-FIG. 1. Transfer functions for KZ

3,3
, KZ

13,5
, and KZ

103,5
 filters.
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uct of the exponents of the three other components. In
the first example above, the product of the exponents
of the BL, SY, and DU components would yield an
ozone concentration of about 73 ppb, which is en-
hanced by the ID component by a factor of exp(0.1),
or approximately 10%, to yield the total ozone con-
centration of 81 ppb. In this study, the values of the
components in all figures are given both in the loga-
rithmic scale on one axis and in the ppb scale on the
other axis. While the values in the logarithmic scales
are additive, the values in the ppb scale are
multiplicative.

e. Methods of analysis
1) SPATIAL CORRELATION

To examine the spatial correlation structure of a
given component, the correlation coefficient was com-
puted for all possible pairs of monitoring sites or grid
cells in the modeling domain. To calculate a correla-
tion rose, the resulting correlation for each station pair
was stored as a function of both distance and direc-
tion between the stations in 36 directional and 200
distance bins; the average correlation for each bin was
calculated.

2) DAILY MAXIMUM OF 1-H OZONE

To investigate the relationship between the ob-
served daily maximum 1-h ozone level and the
strength of particular forcings on a given day, daily
maximum 1-h ozone concentrations for all stations and
days were classified according to the strength of the
forcing. For the baseline and synoptic components, the
daily mean was used as a surrogate for the strength of
the forcing on that day, while for the diurnal and
intraday component, the standard deviation over the
24-h period under consideration was used.

To eliminate the spatial variation in the absolute
strength of the component forcings, each daily value
for a given component was ranked with respect to the
other 88 daily values of this component at the same
station. Therefore, for each day of the season, the forc-
ing of a given component is its 100(I/89) percentile
value, where I ��[1,89] is the rank of the forcing com-
pared to that of all other days. After repeating this pro-
cedure for all stations, the 1st, 25th, 50th (median),
75th and 99th percentiles of the distributions of the ob-
served daily maximum ozone concentration for 10
different strengths of component forcings were calcu-
lated. For the first distribution, all daily maximum
ozone values that occurred when the component forc-
ing for that day was in the lower 10th percentile with

respect to the whole season were used; for the second
distribution, all daily maximum ozone values that oc-
curred when the component forcing for that day was
between its 10th and 20th percentile with respect to
the whole season were used; and so on. On average,
each distribution contains about 5000 values. The
characteristic features of these 10 distributions as a
function of the strength of component forcing are dis-
played as box-whisker plots.

The relative strength of a component on a given day
is defined as follows:

ID: [e�ID, day � �(ID, season) � 1] � 100%
DU: [e

�DU, day � �DU, season � 1] � 100%
SY: [eSYday � SYseason � 1] � 100%  

(4)

BL: [eBLday � BLseason � 1] � 100%.

The relative strength reflects the percentage increase
(or decrease) of observed ozone concentrations on a
given day due to the strength of a particular forcing
on that day relative to the average strength of that
forcing.

3. Results and discussion

a. Ozone temporal components: Observations
The four estimated temporal components imbed-

ded in ozone time series at the U.S. EPA AIRS sta-
tion in Greenbelt, Maryland, are presented in Fig. 2.
The stabilization of the variance resulting from the log
transform is visible when the time series of the origi-
nal and log-transformed ozone concentrations are
compared. The time series of the intraday and diurnal
components reveal little structure in this figure because
the entire three-month period is displayed, and the
resolution is not high enough to show the 89 diurnal
cycles or the even higher-frequency oscillations in the
intraday component; they are examined with higher
resolution below. The synoptic and baseline compo-
nents vary more slowly than the intraday and diurnal
components; the synoptic component is predominant
with periods on the order of 2–10 days, and the short-
est period present in the baseline component is on the
order of 2 weeks.

If the amplitudes of the four components in Fig. 2
are compared, it can be seen that the DU component
has the largest amplitude, followed by the SY, BL, and
ID components. This ranking is consistent with the
finding that, averaged over all air monitoring stations,
the ID, DU, SY, and BL components contain 7%, 68%,
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16%, and 9% of the total process energy (total vari-
ance), respectively.

Other features of interest in the ozone time series
presented in Fig. 2 are the three major episodic events
during the summer of 1995, which occurred around
19 June, 14 July, and 31 July. The days around these
dates were characterized by high ozone concentrations
over a large portion of the eastern United States.
Although the behavior of different components dur-
ing episodic and nonepisodic conditions will be ex-
amined in more detail later, it already can be noted that
the intraday and diurnal components show local

maxima for only one of these three episodes (19 June),
whereas the synoptic and baseline components show
local maxima for all episodes.

As discussed in the previous section, the motiva-
tion for examining the ozone time series on different
scales of motion was the notion that the processes af-
fecting ozone occur on different (and nearly indepen-
dent) timescales and, therefore, could be studied
separately if the time series were spectrally decom-
posed. While time series analysis can never prove that
the observed features are caused by a certain process
or a combination of processes, it can provide evidence

FIG. 2. Time series of observed hourly ozone concentrations, log-transformed observations, and the intraday, diurnal, synoptic, and
baseline components for the period of 4 Jun 1995 to 31 Aug 1995 at Greenbelt, MD.
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in support of or against certain hypotheses. In the fol-
lowing, the intraday, diurnal, and synoptic components
are discussed in more detail, focusing on the processes
that affect these timescales.

The intraday component is displayed for a four-day
period at a semiurban site (Greenbelt, Maryland) and
a rural site (Trumbell Corners, New York) (Fig. 3a).
This component displays little temporal structure at ei-
ther site. One exception is the
behavior of the intraday compo-
nent in the morning hours [i.e.,
from 0600 to 1000 Eastern Stan-
dard time (EST)] that is ob-
served at Greenbelt every day.
This behavior probably is caused
by the fast-changing emission
patterns during the morning rush
hour, resulting in initial removal
of surface ozone by titration
from fresh NO emissions. If the
structure introduced by this
morning hour behavior at the
semiurban site is discounted,
then the remaining structure is
not systematic. Support for this
explanation comes from the fact
that no such behavior is ob-
served at the rural location.
Another feature that distin-
guishes the intraday time series
at the two sites is that the mag-
nitude of the fluctuations is
much smaller at the rural loca-
tion. This smaller magnitude at
the rural site implies that ozone
concentrations are not as af-
fected by fast-varying emission
patterns as at the urban site and
are spatially more homoge-
neous. In addition to showing
little temporal structure, time se-
ries of the intraday component
also are nearly uncorrelated in
space and do not show any sig-
nificant correlation with any me-
teorological variable (Chan et al.
1999). Therefore, the intraday
component is best described
through its standard deviation at
any given day as a measure of its
strength. To properly describe

the fluctuations on the intraday scale, data with much
higher temporal and spatial resolution would be
needed.

The average diurnal cycles of the DU components
for Greenbelt, Maryland, and Trumbell Corners, New
York (Fig. 3b) show the smooth variation expected
from the diurnal cycle associated with photochemi-
cal activity, vertical mixing, and removal processes.

FIG. 3. (a) Time series of intraday component of 10 Jul 1995 to 13 Jul 1995 at Greenbelt,
MD (urban), and Trumbell Corners, NY (rural). (b) Diurnal cycles of the diurnal compo-
nent averaged over the summer season at Greenbelt, MD (urban), and Trumbell Corners,
NY (rural). Times are EST.
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The increase of ozone in the early morning hours
(0600–1000 EST) is often dominated by downward
mixing of high ozone concentrations aloft, while pho-
tochemical production is responsible for the further
increase of ozone later despite the further growth of
the mixed layer, which acts to dilute ground-level
ozone concentrations (Zhang and Rao 1999). During
nighttime, surface removal is responsible for the loss
of ozone in the shallow nocturnal boundary layer in
the absence of photochemical production. As with the
ID component, it also can be seen that the range of
fluctuations is about five times higher at the urban site
than for the rural site, indicating less active photo-
chemistry at the rural location. The information of
most interest in the diurnal component is its ampli-
tude on any given day, which is proportional to a day’s
standard deviation.

The SY component contains ozone fluctuations
that are likely to be related to the change of prevailing
meteorological conditions on the same timescale. If
transport processes affect ozone concentrations, this
effect also should be present in thesynoptic compo-
nent, since transport conditions vary with meteorologi-
cal conditions (Brankov et al. 1998). The purpose of
this section is to establish an average spatial scale for
the synoptic ozone component, as defined in section
2e(1). As will be discussed in section 3e, this infor-
mation is necessary to determine the required size of
the modeling domain. In a previous study, Rao et al.
(1997) found that correlations between the synoptic
component at several urban reference locations and
downwind locations had an e-folding distance of about
600 km along the direction of the prevailing wind.
Their analysis used several years of daily maximum
1-h ozone concentrations rather than the 3-month
hourly data used in this study, and, as a result, the defi-
nition of the SY component in their study is different.
In a related study, Rao et al. (1998) found that the dis-
tance at which model-predicted changes in the maxi-
mum ozone concentrations stemming from emission
reductions in a specific region drop to 37% of the
maximum change is about 500 km along the direction
of the prevailing wind. These studies, with their dis-
tinctions between different spatial axes and their focus
on the relationship between the synoptic components
downwind of major emission areas, suggested that the
synoptic-scale effects on both emissions and ozone
have a scale of up to 600 km.

In this study, the average spatial correlation of the
synoptic component is presented by a correlation rose
(Fig. 4) as described in section 2e(1). In this rose, the

distance between the correlated stations increases ra-
dially outward from the center of the rose, the seg-
ments represent different directions (with west to the
left of the plot, east to the right, north to the top, and
south to the bottom), and the shading represents the
average correlation between the synoptic components
at two stations at a given distance and direction. As
noted above, this rose represents an average spatial
correlation structure, since the reference location is not
fixed (i.e., each station is used as reference station, and
the rose is an average over all these reference stations).
The average correlation structure shows directional
dependence, with an e-folding distance of about
300 km in the SW–NE direction (the direction of the
prevailing wind and the movement of other weather
conditions) and about 200 km perpendicular to this di-
rection. This directionality supports the notion by Rao
et al. (1997, 1998) that atmospheric transport of ozone
and its precursors is related to this observed spatial
correlation structure. In addition, this average spatial
scale of 200–300 km in hourly ozone data is much
shorter than the one reported by Rao et al. (1997,
1998) for the synoptic component. While part of the
smaller estimate in the present study is explained by
the different definition of the synoptic component and
the length of the data record analyzed, most of the dif-
ference can be explained by the fact that the results
from Fig. 4 present an average over the entire model-
ing domain, whereas the estimates in Rao et al. (1997,
1998) were based on correlations with reference sites
in major urban emission areas. In fact, a separate
analysis (not shown here) reveals that the correlations
of the synoptic components used in this study with the
reference site in Greenbelt, Maryland, have an
e-folding distance that is close to the estimate of
600 km reported by Rao et al. (1997, 1998).

FIG. 4. Decay of correlation (left scale) as function of distance
(km; right and bottom scales) and direction for the observed syn-
optic component.
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b. Comparing episodic and nonepisodic daily
maxima: Observations
From a regulatory standpoint, daily maximum

ozone concentrations rather than hourly ozone time
series are of interest. To investigate the relationship
between the observed daily maximum ozone level and
the strength of particular forcings for a given location
and day, daily maximum ozone concentrations for all
stations and days were classified according to the
strength of the forcing using the method described in
section 2e(2). In other words, while the daily maxi-
mum ozone concentration by definition is affected by
each of the four components, we want to identify the
timescales that show the strongest relationship be-
tween the strength of the forcing and observed maxi-
mum concentration. For the baseline and synoptic

components, their daily mean value was used as a sur-
rogate for the strength of the forcing on that day, while
for the diurnal and intraday components, their standard
deviation over the 24-h period under consideration was
used.

Figure 5 illustrates the results of such analysis for
all four components. Box-whisker plots are used to
represent the essential features (the white boxes indi-
cate the medians, the black boxes the interquartile dis-
tance, and the whiskers extend to the 1st and 99th
percentiles) of the 10 ozone distributions for different
component forcings in each panel. The panels for the
diurnal, synoptic, and baseline components all show
a strong positive correlation between the strength of
the forcing and observed daily maximum ozone
concentrations. This correlation is observed for all as-

FIG. 5. Box-whisker plots for the distributions of observed daily maximum ozone concentrations as functions of the
strength of a particular component on that day for all four components.
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pects of the distributions, that is for the medians,
interquartile distances, and 1st and 99th percentiles.
It is a clear indication that the likelihood for high ozone
concentrations increases as the strength of each of
these forcings increase. Moreover, ozone concentra-
tions in excess of 120 ppb are highly unlikely when
any of these three forcings is very low, that is, below
its 30th percentile.

On the other hand, the panel for the intraday com-
ponent shows that the strength of the intraday forcing
and daily maximum ozone values are only weakly
correlated. In particular, the 99th percentile values for
daily maximum ozone are almost independent of the
strength of the intraday forcing for that day. The weak-
ness of this correlation can be explained by the fact
that the actual value of the intraday component at the
hour of the daily maximum ozone concentration, while
generally positive, is variable from day to day, and,
therefore, a larger standard deviation of the intraday
component on a given day does not necessarily lead
to a larger value of the intraday component at the time
of the daily maximum. However, some correlation is
expected since a greater standard deviation of the
intraday component increases the probability of a
greater contribution from the intraday component to
the ozone concentration at the hour of the daily maxi-
mum. These results indicate clearly that the strength
of the diurnal, synoptic, and baseline forcings dictate
the behavior of the daily maximum ozone concentra-
tion to a much greater degree than does the strength
of the intraday component.

As noted in section 2e(2), deciles of relative com-
ponent forcing rather than absolute values of compo-
nent strength are used for this analysis because of the
spatial differences in absolute component values. For
illustration of how a particular ozone concentration of
120 ppb can result from different combinations of
component forcings, especially from the diurnal, syn-
optic, and baseline components, consider the follow-
ing example. At a given location, the mean maximum
ozone concentration might be 55 ppb, reflecting mean
afternoon values of 0.1, 0.6, 0.0, and 3.3 for the ID,
DU, SY, and BL components, respectively [exp(0.1 �
0.6 � 0.0 � 3.3) � 55 ppb]. Since, as shown in Fig. 5,
the value of the intraday component is almost invari-
ant in time, an ozone concentration of 120 ppb can be
caused by higher diurnal and/or synoptic and/or
baseline forcings. In other words, increased synoptic
(0.4 instead of 0.0) and baseline (3.7 instead of 3.3)
forcings with unchanged intraday and diurnal forcing
can lead to an ozone concentration of 120 ppb as well

as a strong elevation of the diurnal component (1.1 in-
stead of 0.6) with only slight elevation of the synop-
tic (0.2 instead of 0.0) and baseline (3.4 instead of 3.3)
components, since exp(0.1 � 0.6 � 0.4 � 3.7) � exp(0.1
� 1.1 � 0.2 � 3.4) � 120 ppb.

To investigate the differences in the dynamical
forcings that distinguish episodic and nonepisodic
conditions, sample distributions of each of the ob-
served four components at two sites for days with high
ozone concentrations only (daily maximum ozone
concentrations greater than 100 ppb) and for all days
in the summer season (June, July, and August) are
examined (Figs. 6a and 6b). The length of the data
record used in this analysis is 18 yr for both Greenbelt,
Maryland, and Flemington, New Jersey, locations. In
addition to single sites having a long time record,
sample distributions for the different components for
only the summer season of 1995 were prepared, us-
ing data from all available observational sites and
again distinguishing between the distributions for all
days and only days with daily maximum ozone con-
centrations in excess of 100 ppb (Fig. 7). Differences
between episodic and nonepisodic conditions are most
evident in the synoptic and baseline components; there
are slight differences in the diurnal component
(Figs. 6 and 7). Most striking perhaps is that the ID
component is virtually the same for episodic and
nonepisodic days and has a very tight distribution with
most values less than �0.15. Both the positive mean
value of the synoptic component and the upward shift
of the mean baseline for the high-ozone-day distribu-
tions are evidence that high ozone concentrations tend
to occur when the synoptic forcing is positive and the
baseline forcing is stronger than average. This result
implies that the longer-term processes (periods greater
than a day) are the essential forcing mechanisms for
high ozone concentration levels. (As discussed below,
this conclusion also holds for model predictions car-
ried out for the same time period).

To examine whether the above findings hold true
in specific episodic situations, spatial images of the
relative strength of the different temporal components
over the eastern United States during several days of
the 10–15 July episode, and the 30 July–2 August epi-
sode are presented in Figs. 8 and 9 along with images
of the observed daily maximum ozone concentration
for each day. The relative strength of a component on
a given day is determined as defined by Eq. (4) in sec-
tion 2e(2) and reflects the percentage increase (or de-
crease) of observed ozone concentrations due to the
forcing on this day relative to the ozone concentration
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that would be observed if the forcing were at its aver-
age level.

Figure 8 displays the results of this analysis for 14,
15, and 16 July 1995. The upper panel for each of the
three days shows the observed ozone concentrations,
and the panels below show the relative strength of the
intraday, diurnal, synoptic, and baseline forcing for
each day, respectively. It can be seen that daily maxi-
mum ozone concentrations in excess of 100 ppb were
observed for large regions of the northeastern United
States for 14 July. On 15 July, high ozone concentrations
were observed for the entire Baltimore/Washington–
New York City corridor, and the Pittsburgh and
Atlanta regions. On 16 July, ozone concentrations
were below 100 ppb in the entire domain. It is also evi-
dent that the additional contribution of the intraday
component to observed ozone concentrations for each
of these days was within �10% of its average value.
The diurnal component even had a 10%–30% lower
contribution to daily maximum ozone concentrations
for this episode than on average. Consequently, the in-
creased ozone concentrations had to be caused by in-
creased forcing from the longer-term components.
Indeed, it can be seen that the baseline has increased
between 30% and 70% for all regions in which high
ozone concentrations were observed during this epi-
sode. On top of this elevated baseline, the synoptic
component increased ozone concentrations by more
than 60% relative to the average conditions for large
regions of the northeastern United States on 14 and
15 July. On 16 July, after a cold front had passed
through the northeast, the synoptic component was
reduced considerably and, although the baseline level
was still high, it was not sufficient to cause ozone
exceedances. This result implies that, while the slowly
varying baseline created favorable conditions for high
ozone concentrations over a long time period (at least
10 days), the actual exceedances were observed only
under a high synoptic forcing during this period of an
already elevated baseline.

Similar analysis from the time period of 30 July–
2 August 1995 (Fig. 9) reveals that high ozone con-
centrations were less widespread during this episode.
Again, the additional contribution of the intraday com-
ponent to observed ozone concentrations for each of
these days was within �10% of its average value.
However, in contrast to the previous episode, the el-
evation of the baseline was not as widespread and
strong (only between 10% and 30% for the urban cor-
ridor), and in addition to the strong elevation of the
synoptic component, the diurnal forcing was also a

contributor to the observed high ozone concentrations.
Thus, it can be seen that episodes differ from each
other in terms of the relative contribution of the dif-
ferent components to high ozone concentrations. A
common feature of the two episodes investigated here
is the fact that the baseline is elevated and the synop-
tic component exerts a strong positive forcing, but
there might be situations in which all of the positive
forcing could be coming from the diurnal and/or syn-
optic components.

While fluctuations on the intraday timescale such
as chemical reactions or mixing processes certainly
represent important processes, the results of this sec-
tion show that it is the longer-term components (diur-
nal, synoptic, and baseline) that provide essential
information for understanding high ozone concentra-
tions. This implies that even were data of increased
temporal and spatial resolution available, it would not
necessarily lead to a greater understanding of the longer-
term processes that characterize the days of high ozone.

c. Comparing episodic and nonepisodic daily
maxima: Model simulations
The analysis that produced Figs. 5 and 7 was repeated

for UAM-V simulated hourly ozone concentrations at
the grid cells corresponding to the observation sites
used in the previous section. The box-whisker plots
in Fig. 10 illustrate the relationship between the
strength of a particular forcing and simulated daily
maximum ozone values (cf. Fig. 5), and Fig. 11 shows
the sample distributions of the temporal components
of model results (cf. Fig. 7). The box-whisker plots il-
lustrate that simulated ozone concentrations are cor-
related with the strength of diurnal, synoptic, and
baseline forcing, and are independent of the strength
of the intraday forcing. This behavior is similar to that
of the observations, although the increase of the me-
dian daily maximum ozone with increasing diurnal
forcing is weaker in the model predictions than in the
observations, and the observations do display a weak
correlation between the strength of intraday forcing
and observed daily maximum concentrations. The
sample distributions for the model agree with those for
the observations in that high ozone days (when the
simulated ozone concentrations exceeded 100 ppb) are
characterized by an elevated baseline, positive synop-
tic forcing, and a slightly enhanced diurnal amplitude,
while the distribution of the intraday component again
remains virtually unchanged. Overall, the connection
between positive forcings from processes having time-
scales of a day or longer and high ozone concentrations
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appears to be captured well by the UAM-V modeling
system. A detailed evaluation of UAM-V performance
in simulating the observed ozone concentrations can
be found in Rao et al. (2000) and Sistla et al. (2000,
unpublished manuscript).

d. 1-h versus 8-h ozone standards
In 1997, the U.S. EPA promulgated the change of

the NAAQS for ozone from the 1-h average to 8-h
average ozone concentration. The threshold value for
ozone exceedances was lowered from 120 ppb for the
1-h average concentration to 80 ppb for the 8-h aver-
age concentration. For the summer of 1995, the time
series of the number of observation stations in the

modeling domain that exceeded the 1-h 120 ppb and
8-h 80 ppb standards on any given day was calculated
(the resulting figure is not presented here because of
space limitations). The results show that while both
curves closely follow each other, the number of sta-
tions exceeding the 8-h standard at any given day is
about four times larger than the number of stations
exceeding the 1-h standard. In other words, the spa-
tial extent of the ozone problem is considerably larger
if consideration is given to the 8-h standard.

The 8-h standard is also likely to place a greater
emphasis on ozone variations on longer timescales,
since intraday variations are essentially smoothed out
in a time series of 8-h moving average concentrations.

FIG. 6. (a) Sample distributions for the four components from 18 yr of observations at Greenbelt, MD, for both all summer
days and summer days with ozone concentrations in excess of 100 ppb only.
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To examine this hypothesis, we calculated the mag-
nitude of the variations on the intraday, diurnal, syn-
optic, and baseline timescales for both the 1– and 8-h
time series. To create the 8-h time series, a moving 8-h
average filter was applied to the raw (not log trans-
formed) hourly ozone time series, the resulting hourly
values of 8-h average concentrations were then log
transformed and decomposed as described in section 2c.
The absolute standard deviations of the baseline and
synoptic components remained virtually unchanged,
whereas the absolute standard deviations of the diurnal
and especially intraday component were reduced for
the time series of 8-h concentrations. Consequently,
the relative importance of each of the components is
shifted as illustrated in Table 1. For 1-h concentrations,

the ID, DU, SY, and BL components contribute about
7%, 68%, 16%, and 9% of the total variance, respec-
tively. For 8-h concentrations, these contributions are
1%, 64%, 22%, and 13%, respectively. This result im-
plies that it is even more important to consider fluc-
tuations occurring on the synoptic and baseline
timescales when examining the 8-h average ozone con-
centrations with a photochemical model.

The transition from the 1-h standard to the 8-h
standard also has implications for the duration of
ozone episodes, and, consequently, to the length of
simulations of photochemical models. One way of il-
lustrating this effect is to determine the maximum
number of consecutive days that have the potential of
exceeding the ozone standard. Based on the analysis

FIG. 6. (b) As in (a), but for Flemington, NJ.
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FIG. 7. As in Fig. 6a, but using observations from all stations in the modeling domain for the summer of 1995 only.

Intraday component 7% 1%

Diurnal component 68% 65%

Synoptic component 16% 21%

Baseline component 9% 13%

TABLE 1. Relative contributions of the intraday, diurnal, synoptic, and baseline compo-
nents to the overall variance for hourly time series of 1- and 8-h average ozone concentra-
tions (spatial average).

Time series of hourly Time series of hourly
1-h average ozone 8-h average ozone

concentrations concentrations
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presented above, such a potential could be defined as
the ozone concentration 20% below the ozone stan-
dard, since on such days a synoptic forcing of �0.25
(or about �25%) would lead to ozone exceedances
[cf. Eq. (3)], and this value is the typical mean syn-
optic forcing on high ozone concentration days.
Figure 12 shows the results of this estimate for the 1–
and 8-h standards. It can be seen that for the 1-h val-
ues, the maximum number of consecutive days that
have the potential of exceeding the standard is 6, while
for the 8-h values this number exceeds 14 for the
Atlanta area and for some locations in the northeast-
ern urban corridor. This result demonstrates the need

for modeling for longer periods when considering the
8-h standard. It has to be noted that this estimate of
the maximum number of days having an ozone
exceedance potential is not quite realistic, since in
reality a combination of forcings can contribute to
high ozone concentrations, and these processes are
nonlinear when one works in the ppb scale. Therefore,
these results should be viewed only qualitatively.

e. Implications for model applications
The correlations between observed and model-

simulated ozone concentration are insignificant on the
intraday scale but high for the synoptic and baseline

FIG. 8. Observed ozone concentrations (ppb) and relative strengths of component forcings for 14, 15, and 16 Jul 1995.
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components (Hogrefe et al. 1999b; Rao et al. 2000);
and, as discussed above, processes with timescales from
1 day to several weeks are tied more closely to ozone
episodes than are processes with shorter timescales.
Therefore, when photochemical models are used for
regulatory purposes, model simulations for periods
longer than the traditional 2–3 episodic days are needed.

In addition, since longer timescales imply larger
spatial scales, the regional-scale processes that are re-
flected in those timescales must be actually modeled
and not prescribed by the boundary conditions. As
discussed in section 3a, the spatial scale of synoptic-
scale transport can be on the order of up to 600 km

downwind of major emission regions. Therefore, the
modeling domain should be at least four times as large
as this spatial scale (or 2000–2500 km) in order to
simulate these effects.

In addition to this requirement for the modeling
domain of interest (the inner grid of a nested model),
the outer model grid should be large enough to mini-
mize the effect of boundary conditions.

The modeled time period has to be long enough to
simulate the longer-term fluctuations responsible for
high ozone concentrations. In addition, model evalu-
ation should be performed over more than one synop-
tic cycle. For the synoptic scale, which contains

FIG. 9. As in Fig. 8, but for 31 Jul, 1 Aug, and 2 Aug 1995.
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fluctuations with periods up to 21 days, and with a
typical synoptic forcing on the order of 5 days, this re-
quirement means that the modeled time period should
be at least 20 days, otherwise model performance can-
not be evaluated on the synoptic scale. In other words,
modeling for about three weeks, while not resolving
the baseline fluctuations, would at least explicitly ad-
dress the fluctuations on the synoptic scale, which is
one of the components that is critical to the ozone
exceedances.

The simulation period needed to resolve longer-
term (baseline) fluctuations with periods larger than
about 20 days is on the order of 80 days. It has to be
clearly understood that the modeling of periods shorter
than 80 days comes at the expense of not being able
to evaluate one of the key components that contrib-
utes to high ozone concentrations, and great care has

to be taken that the processes that contribute to these
fluctuations and to the mean ozone concentration, such
as variations of solar radiation, biogenic emissions,
and variations in tropospheric background conditions,
are treated adequately in the model. While baseline
processes are important contributors to high ozone
concentrations for the 1-h standard, an adequate treat-
ment of baseline processes becomes even more impor-
tant for the 8-h ozone standard as discussed in section
2d, since the role of longer-term forcings is more pro-
nounced for the 8- than the 1-h standard. From a sci-
entific point of view, a credible modeling analysis
entails running the photochemical model for the en-
tire summer season to capture the key processes that
contribute to high ozone concentrations in the eastern
United States. It is also clear that the previous appli-
cations of urban-scale photochemical models such as

FIG. 10. As in Fig. 5, but for model predictions.
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UAM-IV (U.S. Environmental Protection Agency
1990) in the past ozone attainment demonstrations did
not account for the space and timescales relevant to
high ozone concentrations, namely, the synoptic and
baseline components and the associated spatial scales
as discussed above.

f. Effects of emission reductions
The primary purpose of photochemical modeling

in the regulatory framework is to assess the effects of
emission reductions on simulated ozone concentra-
tions. Using the results from a seasonal UAM-V simu-
lation with a horizontal grid spacing of 12 km with two
different emission scenarios (N. Meyer 1999, personal
communication) as described in section 2a, we exam-

ine the effect of these emission reductions on the mag-
nitude of the different temporal components. The re-
sults of this analysis are presented in Figs. 13a and 13b,
which show the standard deviations and the reduction
of the standard deviations (i.e., the difference between
the two columns in the first diagram), respectively, for
each component for the 2007 base case as well as the
2007 budget case. For the baseline, both standard de-
viations and the mean values are displayed. The num-
bers presented here are for the Greenbelt, Maryland
monitor, but our conclusions are valid even if spatial
average numbers are used. The differences between the
2007 base case and 2007 budget case displayed in Fig.
13b, when multiplied by 100, correspond to the per-
centage reduction of ozone concentrations attributable

FIG. 11. As in Fig. 7, but for model predictions.



2101Bulletin of the American Meteorological Society

to the reduction of the different
forcings. To contrast the effects
of the 2007 budget case, in
which a large part of the emis-
sion reductions is due to the re-
duction of NO

x
 emissions from

point sources, with a different
hypothetical emission reduction
scenario, Fig. 13c presents the
results for a sensitivity study in
which all anthropogenic NO

x

emissions were uniformly re-
duced by 50% and all anthro-
pogenic VOC emissions were
uniformly reduced by 25%, as
described in section 2a.

Two main conclusions can
be drawn from this analysis.
First, most of the reduction, or
ozone improvement, for the
2007 budget case occurs on
longer timescales, while the
magnitude of the intraday com-
ponent is virtually unchanged.
This is an interesting finding,
since this emission control strat-
egy is aimed at reducing the
regional-scale transport of ozone
and its precursors as identified in
the OTAG process (OTAG 1997),
especially by reducing NO

x

emissions from point sources. Indeed, most of the re-
duction occurs on the longer timescales. On the other
hand, the sensitivity study in which all anthropogenic
emissions were reduced by a fixed “across-the-board”
or uniform percentage (Fig. 13c) shows most of the
reduction on the diurnal component, pointing to a
higher degree of local-scale controls in this case.
Therefore, the effects of a real-world emission control
strategy on the longer timescales in contrast to the ef-
fects of a hypothetical uniform emission control strat-
egy further emphasize the importance of longer time
scales to policy making. Second, and more generally,
emission reduction scenarios can affect different tem-
poral components differently. Therefore, since the re-
sults in section 3b have shown that specific situations
with high ozone concentration are characterized by a
specific combination of positive forcings from the di-
urnal, synoptic and baseline components, the amount
of ozone reduction will be different from day to day
or episode to episode. This is because the reduction

on any given day will be determined by the combined
effects of a reduction of the mean and a reduction of
the magnitude of the different components, and by the
relative importance of the different components in this
specific situation.

In its recent draft modeling guidance, the U.S. EPA
defined the relative reduction factor (RRF) as the ra-
tio of the mean daily ozone maxima for the emission
control and base cases (U. S. Environmental Protec-
tion Agency 1999). To determine whether the simu-
lated emission reductions would lead to compliance
with theNAAQS at a given location, observed daily
maxima would be multiplied by the RRF.

Again using the results from the seasonal UAM-V
simulation with the 2007 base case and 2007 budget
case scenarios (N. Meyer 1999, personal communica-
tion) as described in section 2a, we can examine un-
certainties associated with the RRF approach and the
relationship between the RRF and the simulation time
period. Typically, simulations would be carried out for

FIG. 12. Number of consecutive days for 1- and 8-h concentrations having an ozone
exceedance potential as defined in the text.
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time periods having the highest observed ozone con-
centrations (i.e., episodic days only). Since the sea-
sonal UAM-V simulation provides 89 days of ozone
simulations, one can subset this information to mimic
89 one-day simulations, 88 two-day simulations, and
so on. For a given location and simulation period, we
therefore calculate a “centered” RRF. This centered RRF
allows us to study the effect of simulation length on the
variability of the RRF estimate and is defined as follows:
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where  �O
base

 and  �O
control

 are the mean of daily maximum
values for base and control cases, respectively, for a
given simulation length, n (say 1, 7, 13, or 21 day win-
dow etc). Obviously, for a 1-day simulation length
there is no actual averaging (the RRF for any day is
just the fraction of daily maximum control case to
daily maximum base case for this day), and for the 7-
13-, and 21-day windows, the number of averaging
days is reduced near the beginning and end of the time
record. For example, the 7-day percentage reduction
for Greenbelt for 6 June was calculated by using daily
maximum ozone concentrations from 4 June (first day
of simulation) to 9 June, the 7-day percentage reduc-
tion for 7 June was calculated using daily maximum
ozone values from 4 to 10 June, the 7-day percentage
for 8 June was calculated using daily maximum ozone
concentrations from 5 to 11 June, and so on. Note that
while the RRF method was proposed for the promul-

gated 8-h standard, we applied it
to both 1- and 8-h daily maxi-
mum concentrations for the
following analysis and found
virtually no impact on the re-
sults. The results presented are
for the 1-h daily maximum
concentrations.

Time series of centered per-
centage ozone reductions from
theoretical, 1-, 7-, 13-, and
21-day simulations for the grid
cell that contains the Greenbelt,
Maryland station, illustrate that
1-day simulations would yield re-
duction factors that vary highly
from day to day and, conse-
quently, depend strongly upon
the day being simulated (Fig. 16).
The variability decreases as the
simulation length increases. The
dashed lines in Fig. 14 mark the
three major ozone episodes. For
these episodes, percentage re-
ductions range between 3% and
16% for 1-day simulations, 3%
and 10% for 7-day simulations,
4% and 9% for 13-day simu-
lations, and 6% and 8% for
21-day simulations.

The dependence of the vari-
ability of the ozone reduction on
the simulation length is further

FIG. 13. (a) Standard deviation of intraday, diurnal, synoptic, and baseline components
and mean for baseline component for 2007 base case and 2007 control case simulation. (b)
Difference in standard deviations between the two simulations in (a) for each component
and difference in means for baseline component. (c) As in (b), but for the difference be-
tween the 1995 base case and a hypothetical control case with anthropogenic NO

x
 emis-

sions reduced by 50% and anthropogenic VOC emissions reduced by 25%.
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illustrated in Fig. 15. This figure presents a spatial im-
age of the mean ozone reduction factor, spatial images
of the associated standard deviations for 1-day, 7-day,
13-day, and 21-day simulations, and spatial images in-
dicating whether the mean reduction is statistically
significant at the 2-� (std dev) level for a given simu-
lation length. It is clear that reduction factors obtained
from 1-day simulations hardly have any statistical sig-
nificance anywhere.Although 7-day simulations lead
to a large increase in the variability of the ozone re-
duction factors, even longer simulation periods are
needed to reduce the variability of the reduction fac-
tors in the New York City and Pittsburgh areas to a

level at which the reduction factors become statisti-
cally significant.

In conclusion, it is clear that the estimates of RRF
are highly variable for short simulation lengths. This
variability of the RRF estimate is a function of the
simulation length and decreases as the simulation
length increases (which, by the definition of the RRF,
also implies that the RRF estimates are the results of
base and control case concentrations that are averaged
over a longer time period). In other words, it is impor-
tant that the concept of RRF is applied to longer mod-
eling periods rather than episodic modeling to reduce
the dependence of the RRF estimates on the selected

FIG. 14. Time series of relative reduction factors for Greenbelt, MD, for different simulation lengths for 4 Jun 1995–31
Aug 1995.
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modeling period. In addition, when RRFs are used in
the regulatory setting, it should be clearly understood
that they are subject to variability depending on the
simulation period selected and ought to be accompa-
nied by confidence limits. It is possible to estimate
such confidence limits only when modeling simula-
tions are carried out for extended time periods. If
policy decisions were to be based upon one RRF for
one episode only without accounting for the associ-

ated variability, there is a danger that hoped-for results
can be achieved by selectively choosing the episodes
or simulation lengths or “tuning” the model.

4. Summary

Days of high ozone concentrations are in general
characterized by positive forcings from fluctuations

FIG. 15. Spatial images of mean relative reduction factor and standard deviation of relative reduction factor for different simulation
lengths along with maps indicating whether the reduction factor is significant at the 2-� level for a given simulation length.
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having periods equal to or greater than a day (i.e., the
diurnal, synoptic, and baseline components). Fluctuations
on the intraday timescale have a similar magnitude on
average days and high ozone days. The particular con-
tribution of the diurnal, synoptic, and baseline com-
ponents to high ozone concentrations varies from
episode to episode. The results from a seasonal simu-
lation using the UAM-V modeling system suggest that
the relative roles of longer-term forcings (diurnal am-
plitude, synoptic, and baseline components) are cap-
tured well by the model.

In addition, the 8-h ozone standard has greater tem-
poral and spatial extent than the 1-h standard.
Moreover, the ozone benefits predicted from regula-
tory modeling (for 2–3-day episodes) over smaller do-
mains will be highly uncertain. Therefore, the
modeling domain for the application of photochemi-
cal models needs to have a spatial extent of 2000–
2500 km, with a simulation period covering at least
four synoptic cycles. Modeling efforts directed toward
finer spatial and temporal resolution at the expense of
longer modeling periods and larger domains will only
allow us to study the intraday component, which is not
relevant to everyday decisions, in more detail.
Although this focus may be of some interest for con-
tinued model development and exposure assessment, it
would keep our attention away from the processes rel-
evant to high ozone concentrations and hinder im-
provement in our ability to make any reliable
statements from the efficacy of emission control
strategies needed to meet and maintain the ozone stan-
dard and to improve long-term trends in ozone air
quality.
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