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Abstract 50 

 51 

The Air Quality Model Evaluation International Initiative (AQMEII) has now reached its second 52 

phase which is dedicated to the evaluation of online coupled chemistry-meteorology models. 53 

Sixteen modelling groups from Europe and five from North America have run regional air quality 54 

models to simulate the year 2010 over one European and one North American domain.  The MACC 55 

re-analysis has been used as chemical initial (IC) and boundary conditions (BC) by all participating 56 

regional models in AQMEII-2.  The aim of the present work is to evaluate the MACC re-analysis 57 

along with the participating regional models against a set of ground-based measurements (O3, CO, 58 

NO, NO2, SO2, SO4
2-) and vertical profiles (O3 and CO). Results indicate different degrees of 59 

agreement between the measurements and the MACC re-analysis, with an overall better 60 

performance over the North American domain. The influence of BC on regional air quality 61 

simulations is analyzed in a qualitative way by contrasting model performance for the MACC re-62 

analysis with that for the regional models. This approach complements more quantitative 63 

approaches documented in the literature that often have involved sensitivity simulations but 64 

typically were limited to only one or only a few regional scale models. Results suggest an important 65 

influence of the BC on ozone for which the underestimation in winter in the MACC re-analysis is 66 

mimicked by the regional models. For CO, it is found that background concentrations near the 67 

domain boundaries are rather close to observations while those over the interior of the two 68 

continents are underpredicted by both MACC and the regional models over Europe but only by 69 

MACC over North America. This indicates that emission differences between the MACC re-70 

analysis and the regional models can have a profound impact on model performance and points to 71 

the need for harmonization of inputs in future linked global/regional modeling studies. 72 

 73 
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1.  Introduction 77 

 78 

Modelling plays an important role in the integrated assessment of air quality issues, contributing 79 

to strengthening the understanding and characterization of air pollution and eventually leading to 80 

well-informed air quality management decisions and strategies. Regional air quality modelling has 81 

been the focus of considerable development during recent decades, driven by increased concern 82 

regarding the impact of air pollution on human health and the ecosystem. Numerous air quality 83 

models have been developed by research groups worldwide and are being widely used for 84 

designing emission control policies and forecasting air quality.  However, unlike other geophysical 85 

sciences such as climatology, there have only been limited coordinated international efforts to 86 

study and evaluate the performance of the air quality models. 87 

Since 2008, the Air Quality Model Evaluation International Initiative (AQMEII, Rao et al., 88 

2010) coordinated by the European Joint  Research Center (JRC), the U.S. Environmental 89 

Protection Agency (EPA), and Environment Canada (EC), has promoted research on regional air 90 

quality model evaluation across the atmospheric modelling communities of Europe and North 91 

America. AQMEII has now reached its second phase which is dedicated to the evaluation of online 92 

coupled chemistry-meteorology models, as opposed to Phase 1 where only offline models were 93 

considered. At the European level, AQMEII collaborates with the COST Action European 94 

framework for online integrated air quality and meteorology modelling (EuMetChem, 95 

http://eumetchem.info ).  AQMEII-2 has the goal of validating the many different models used to 96 

estimate air quality at local levels around the world, how these models might be used in ensemble 97 

simulations and whether these models can be used to simulate feedbacks between weather and 98 

chemistry and to predict ways in which climate change will interact with air quality. 99 

Two spatial domains were used in the exercise - one over Europe and one over North America. 100 

All groups participating in AQMEII-2 performed simulations on one or both of these domains 101 

using the same input data.  Simulation outputs were regridded onto the same horizontal and vertical 102 

grid and, for comparison with observations, were interpolated to prescribed sets of measurement 103 

station locations (receptors). All outputs were collected, together with evaluation data sets 104 

(including measurements from surface in-situ networks from AirBase and EMEP, vertical profiles 105 

from ozonesondes and aircraft from MOZAIC,  and ground-based remote sensing from 106 

AERONET),  by the JRC. 107 



 

Regional models need to constrain the concentrations at the domain boundaries: the initial  and 108 

lateral boundary conditions (IC, BC hereafter) were shared between all groups and were provided 109 

by the MACC re-analysis of the IFS-MOZART model (“MACC re-analysis” hereafter) (Stein et 110 

al., 2011; Inness et al., 2013). Emissions were provided by the TNO/MACC database for 111 

anthropogenic emissions for the European domain and by U.S. EPA for the North American 112 

domain.  113 

The focus of the present paper is on performing an operational evaluation (Dennis et al., 2010) 114 

of the MACC re-analysis data in the same way as all the regional models participating in AQMEII-115 

2 have been evaluated (Im et al., 2014a,b; Brunner et al., 2014) and to assess its influence as 116 

chemical BC. The current study complements the work by Im et al. (2014 a,b) by expanding the 117 

list of variables that are analyzed and by systematically contrasting seasonal and spatial patterns 118 

of model performance for the MACC re-analysis with the performance of the regional models. It 119 

also complements the work of Inness et al. (2013) by evaluating the MACC re-analysis fields for 120 

additional pollutants (NO, SO2, sulfate) and at additional monitoring sites. It should be noted that 121 

for a full quantification of the influence of BC on the results of regional models, sensitivity 122 

simulations with varying BC would need to be performed by the regional models. Such sensitivity 123 

simulations were beyond the scope of the second Phase of AQMEII. A limited quantitative analysis 124 

was performed by Hogrefe et al. (2014) for ozone over the North American domain for the months 125 

January and July. Replacing the MACC re-analysis by the GEMS re-analysis used during AQMEII 126 

phase 1 had a significant impact on near-surface ozone concentrations with differences of the order 127 

of 7 ppb over large portions of the domain in January and 3 ppb in July.  128 

Here, we analyze the influence of BC in a more qualitative way by evaluating the performance 129 

of the MACC re-analysis and by analyzing the differences between its results and those of the 130 

participating models. This phenomenological analysis of one global model in comparison to a large 131 

number of regional models driven by boundary conditions from this global model complements 132 

more quantitative approaches documented in the literature that often have involved sensitivity 133 

simulations but typically were limited to only one or only a few regional scale models (e.g. Makar 134 

et al, 2010; Katragkou et al, 2010; Hogrefe et al., 2011; Schere et al., 2012; and Akriditis et al., 135 

2013). In addition, none of these earlier studies investigated the impact of boundary conditions on 136 

regional air quality model performance over two continents in a systematic manner. 137 

In air quality numerical simulations, the influence of the BC on the results in the interior of the 138 



 

model domain varies strongly from species to species depending on its lifetime. For species with 139 

a lifetime comparable or exceeding the average time it takes to transport an air mass across the 140 

model domain, the BC will potentially have a large influence on the modeling results. Therefore, 141 

we evaluate the MACC re-analysis against observations for a range of species provided as BC for 142 

the regional models with a large range of different lifetimes, and compare the results of the MACC 143 

re-analysis with the results of the regional models. For longer lived species we expect the regional 144 

models to follow more closely the MACC re-analysis, whereas for shorter lived species the 145 

differences may be larger and dominated by differences in emissions within the model domain or 146 

differences in photochemistry, deposition, and other factors. In cases where concentrations of 147 

longer-lived species with large primary sources such as CO differ between the MACC re-analysis 148 

and the regional-scale models, these differences may point to inconsistencies in the emission 149 

inventories used in the global and regional scale simulations. Documenting such instances in this 150 

study will provide motivation for future work aimed at better linking global and regional scale 151 

modeling systems, including a harmonization of emission inventories.  152 

Since this study compares domain-averaged results from the regional models with both the 153 

MACC re-analysis and with observations, it also presents a limited evaluation of the regional 154 

models for a range of species for which the MACC reanalysis provided the boundary conditions 155 

(O3 , CO, NOx, SO2 , SO4
2-). While O3 and PM2.5 concentrations from the regional models have 156 

already been analyzed by Im et al. (2014a,b), the current study complements this work by including 157 

additional species and explicitly contrasting model performance between the global and regional 158 

models.  159 

 160 

2.  Models 161 

 162 

2.1. Regional Models Participating In AQMEII Phase 2 163 

 164 

In the context of AQMEII-2, 16 models from Europe (EU) and 5 models from North America 165 

(NA)  have been used to simulate the year 2010 (see Table 1). Only one model (BG2) has been 166 

run offline, while the other models are online coupled.  The online coupled models are separated 167 

into online access models (NL2, UK5, DE3 and US6) and online integrated models (all the 168 



 

remaining). Online access models are defined as models that use independent meteorology and 169 

chemistry modules that might even have different grids, but exchange meteorology and chemistry 170 

data on a regular and frequent basis. In contrast, online integrated models simulate meteorology 171 

and chemistry over the same grid in one model using one main time step for integration as defined 172 

in (Baklanov et al., 2014). 173 

Nine groups used the WRF-Chem model (Grell et al., 2005) and its variant (e.g., Wang et al., 174 

2014), having different gas-phase mechanisms but similar aerosol modules that employ different 175 

size distributions approaches (modal/bin and inorganic/organic aerosol treatments). The IT2 176 

simulation is performed with an experimental version of WRF-Chem v. 3.4, where the new 177 

secondary organic aerosol scheme VBS is coupled to the aerosol indirect effects modules. 178 

Anthropogenic emissions for AQMEII-2 were provided by U.S. EPA for North America 179 

(Pouliot et al., 2014), and TNO (Nederlandse Organisatie voor Toegepast Natuurwetenschappelijk 180 

Onderzoek) for Europe (Kuenen et al., 2014, Pouliot et al., 2014). Each participating group had 181 

the freedom to choose a grid coordinate system that should however cover the prescribed domains 182 

(EU or NA). Emissions were therefore re-gridded for each model. Pouliot et al. (2014) provides 183 

quantitative explanations of the aerosol loading in the coupled model runs for 2010 and a 184 

quantitative analysis of changes in emissions between 2006 and 2010. Biomass burning emissions 185 

for the European domain were provided by FMI (http://is4fires.fmi.fi/) and by SMART- FIREv2 186 

for NA. Other natural emissions such as sea salt, mineral dust or biogenic VOCs were not 187 

prescribed but simulated online by the individual models. 188 

The simulations were conducted for continental-scale domains of EU and NA covering the 189 

continental U.S., southern Canada and northern Mexico. To facilitate the cross-comparison 190 

between models, the participating groups interpolated their model output to a common regular grid 191 

with 0.25° resolution for both continents. The native grids used by the different groups varied in 192 

both resolution and grid projection but typically had a resolution on the order of 0.25° (Im et al. 193 

2014a; Brunner et al., 2014). In addition, model values at observation stations (receptors) were 194 

obtained by interpolation from the original model output files for comparison to observations.  195 

 196 

2.2. Global IFS-MOZART Model Providing Chemical Boundary Conditions 197 

 198 



 

The chemical BC for all models were provided by ECMWF from the MACC re-analysis (Inness 199 

et al., 2013). The MACC re-analysis uses an updated data set of anthropogenic emissions 200 

(MACCity, (Granier et al., 2011)) with assimilation of satellite observations of O3, CO and NO2 201 

in the coupled system IFS-MOZART (Flemming et al., 2009). It produced a 10 year long reanalysis 202 

of global atmospheric composition for the period 2003-2012. As pointed out in In- ness et al. 203 

(2013), the assimilation of satellite observations of O3, CO, and NO2 greatly improved total column 204 

values, that are generally in very good agreement with independent observations, but profiles can 205 

show some problems in the boundary layer where concentrations are dominated by emissions. 206 

Moreover, most of the assimilated satellite observations had little sensitivity to pollutants near the 207 

surface and very coarse (or no) vertical resolution in the troposphere and therefore provided fewer 208 

constraints on concentrations in the planetary boundary layer. 209 

MACC data are available in 3-hour time intervals and were provided in daily files with 8 times 210 

per file. The horizontal resolution of the model is 1.125°× 1.125°. Variables were provided as 3D 211 

fields in pressure hybrid vertical coordinates and included gas phase species (O3 , NO, NO2, HNO3, 212 

HO2, NO2, OH, H2O2, CO, CH4 , PAN, SO2, CH2O (formaldehyde), C2H6 (ethane), CH3CHO 213 

(acetaldehyde), BIGENE (C>3 alkenes and alkynes), BIGALK (C>3 alkanes), ISOP (isoprene), 214 

TOLUENE) and aerosol species (sea-salt, dust, sulfate, organic matter and black carbon. Note: 215 

Organic matter and black carbon were described as sum of hydrophobic and hydrophilic). 216 

NMVOC species had to be assigned to the most closely matching chemical species depending on 217 

the individual model’s chemical speciation. 218 

In order to mitigate known biases and issues in the MACC data, a list of recommendations were 219 

formulated for the modelers to follow. The organic aerosol concentrations were assigned to 220 

primary organic aerosol (POA) since it is unclear how this should be distributed on secondary 221 

organic aerosol (SOA) in a given model. Since a preliminary analysis indicated that MACC sea-222 

salt fields were significantly biased high, they were not used as input to the regional models, but 223 

the simulation grids were large enough such that each model could generate the sea salt fields 224 

internally using its own sea salt parameterization. Mineral dust aerosols were provided by MACC 225 

in three different size ranges (0.03 – 0.55 µm, 0.55 – 0.9 µm and 0.9 – 20 µm) which had to be 226 

mapped onto the aerosol size classes used by each of the regional models. The guideline was to 227 

use a simple but mass-conserving mapping while taking into account the fact that the IFS-228 

MOZART model used in MACC placed a too large fraction of total dust mass into the smallest 229 



 

size bin, a deficiency that was improved in 2012 for the near-real-time analysis product (Jean-230 

Jacques Morcrette, ECMWF, personal communication).  It was therefore advised to shift the 231 

MACC total dust aerosol mass from the size bins listed above  to larger size ranges in the regional 232 

models whenever possible, e.g. by summing up the masses of the three size ranges and then 233 

attributing 10% to fine and 90% to coarse mineral dust, following Johnson and Osborne (2011). 234 

 235 

3.  Observations and Evaluation Method 236 

 237 

3.1. Surface Observations 238 

 239 

The 2010 hourly measurements of surface concentrations of O3, CO, SO2, NO, NO2 and SO4
2- 240 

aerosol were provided by EMEP (European Monitoring and Evaluation Programme, 241 

http://www.emep.int/) and AirBase (http://acm.eionet.europa.eu/databases/airbase/) in Europe. In 242 

North America they were provided by AIRS (Aerometric Information Retrieval Systems, 243 

http://www.epa.gov/air/data/aqsdb.html/) and NAPS (National Air Pollution Surveillance, 244 

http://www.ec.gc.ca/rnspa-naps/). The data were homogenized and ingested into the ENSEMBLE 245 

system (Galmarini et al., 2012) by the JRC for the EU case, and by Environment Canada for the 246 

NA case. Weekly/bi-weekly CO measurements from the NOAA/GMD flask sampling network 247 

(Novelli and Masarie, 2009) were obtained from WDCGG (World Data Centre for Greenhouse 248 

Gases, http://ds.data.jma.go.jp/gmd/wdcgg/) and were not used in any other AQMEII Phase 2 249 

studies such as Im et al. (2014 a,b). 250 

 251 

3.2. Vertical Profiles 252 

The 2010 vertical profiles at selected airports were provided by MOZAIC 253 

(http://www.iagos.fr/web/rubrique2.html). The MOZAIC program is designed to collect O3, CO 254 

and water vapor data using automatic equipment installed on-board several long-range passenger 255 

airliners flying regularly from Europe to destinations all over the world. Five long-range passenger 256 

aircrafts carry MOZAIC instruments and visit 35 different airports around the world. 257 

Measurements of O3 are taken every four seconds from takeoff to landing and have an accuracy of 258 

±(2 ppbv+2%) (Thouret et al., 1998). Measurements of CO are taken every 30 seconds from takeoff 259 



 

to landing and have an accuracy of ±(5 ppbv±5%) (Nédélec et al., 2003). The original MOZAIC 260 

data set is separated into cruising (for which data are temporally averaged) and landing/take off 261 

phase (for which data are averaged over 100 m vertical intervals).  The MOZAIC data considered 262 

here were gathered during takeoff and landing phases at the airport of Frankfurt, with the majority 263 

of data being in the morning hours between 07 and 12 UTC.  Unfortunately, data coverage in 2010 264 

was much poorer than in other years and was limited to the winter and fall seasons (Solazzo et al., 265 

2013). For this analysis we use measurements at Frankfurt airport location, ingested into the 266 

ENSEMBLE system by the JRC to provide measurements at a set of 13 fixed elevations above 267 

ground. 268 

 269 

3.3. Evaluation method 270 

Each modelling group has provided standardized outputs: hourly maps of surface 271 

concentrations, re-gridded to the same horizontal resolution of 0.25° × 0.25°, hourly surface 272 

concentrations at selected locations (receptor points) and vertical profiles at airport locations. The 273 

same standardized output has been extracted from MACC, i.e. MACC fields were interpolated to 274 

the common 0.25° × 0.25° analysis grid for the analysis of gridded fields and to the location of the 275 

selected monitoring sites for the analysis at specific receptor locations. 276 

For the present analysis, we retrieved CO, O3, NO, NO2, SO2 and SO4
2- aerosol receptor data 277 

from the ENSEMBLE system to compare against station observations. This selection is motivated 278 

by the requirement that the species should be provided as BC by the MACC re-analysis, that there 279 

should be a sufficient number of observations available for validation, and that the compounds 280 

should cover a range of lifetimes. Since the regional models use relatively coarse horizontal 281 

resolutions (see also Table 1 in Im et al. (2014a)), we compare surface concentrations only at rural 282 

sites, selecting stations with data availability greater than 75% and altitudes lower than 1000 m 283 

ASL. The number of stations with available measurements according to this selection is shown in 284 

Table 2. We mainly focus on midday/afternoon values (12-14 UTC over EU, 19-21 UTC over NA) 285 

because models are known to have difficulties in representing the nighttime boundary layer 286 

accurately (Steeneveld et al., 2006; Brunner et al., this issue). The model outputs were first time-287 

averaged for each month and then averaged over all selected stations. 288 

For surface concentration maps, we have computed seasonal multi-model means. EU data were 289 



 

converted to ppb using the provided standard pressure and temperature to be directly comparable 290 

with NA data. 291 

Model performance is quantified through mean, normalized mean bias (NMB), root mean 292 

square error (RMSE) and Pearson’s correlation coefficient. 293 

 294 

4.  Results 295 

 296 

4.1. Evaluations of the Models against Surface Observations 297 

 298 

4.1.1. O3 299 

 300 

O3 is one of the most important photooxidants in the atmosphere. High surface O3 301 

concentrations are of concern as they can cause serious problems to human health and vegetation. 302 

It is not emitted directly into the air, but in the troposphere it is formed via photochemical cycles 303 

involving volatile organic compounds (VOC) and oxides of nitrogen (NOx). These precursors of 304 

ozone have both natural and anthropogenic sources both of which are accounted for in the models 305 

analyzed in this study. 306 

O3 results were extensively discussed in Im et al. (2014a), where it was found that the MACC 307 

re-analysis has a large diurnal amplitude, with too high values during day and too low values 308 

during night. We extended their analysis by looking separately at the median monthly midday 309 

values (Figure 1) and midnight values (Figure 2).  In Table 3 we report performance metrics for 310 

all the models, focusing on winter and summer midday periods. The MACC re-analysis midday 311 

median values over EU show a strong seasonal cycle, with an underestimation in the winter season 312 

(NMB=-26.04%) and an overestimation in summer (NMB=26.4%). On the other hand, MACC re-313 

analysis midnight values consistently underestimate O3 throughout the year. This overestimation 314 

of the amplitude of the diurnal cycle of O3 was also reported by Inness et al. (2013) but the reasons 315 

could not be identified. This problem is reduced in the new fully integrated model C-IFS 316 

(Flemming et al., 2014). Neither MACC nor the regional models capture the elevated observed 317 

concentrations during springtime, a shortcoming that has also been pointed out by Inness et al. 318 

(2013) for the MACC fields. The underestimation of ozone in the regional models during these 319 



 

months is thus likely driven by too little ozone entering the domain through the lateral boundaries. 320 

Over NA, the MACC re-analysis median values are closer to the observations, both during daytime 321 

and nighttime, only overestimating midday O3 in the month of July. 322 

 323 

4.1.2. CO 324 

 325 

CO affects the concentrations of O3 and the OH radical, and therefore plays a fundamental role 326 

in global tropospheric chemistry. Anthropogenic sources account for roughly two thirds of all CO 327 

emissions (Seinfeld and Pandis, 2006) through combustion of biomass and fossil fuel; in fact, the 328 

highest concentrations of CO are found in highly industrialized regions. Wildfires are another 329 

important source, originating mostly from tropical forest fires but receiving contributions as high 330 

as 25% from boreal forest fires in some years (Goode et al., 2000). Photochemical oxidation of 331 

methane and non-methane hydrocarbons is another important source which is estimated to 332 

represent more than half of the total source of CO globally, larger than direct emission (Duncan et 333 

al., 2007). 334 

CO is the longest lived species that has been simulated by all models, including MACC re-335 

analysis, and for which we have available observations. 336 

The MACC re-analysis for reactive gases has been extensively evaluated in Inness et al. (2013) 337 

and Stein et al. (2014). In particular, surface CO was found to agree well with NOAA/GMD 338 

observations at a selection of remote sites (Mace Head, Key Biscayne, Tenerife and South Pole); 339 

total column values were in good agreement with observations, but vertical profiles showed some 340 

differences from observations in the boundary layer (Inness et al., 2013). Since boundary layer 341 

concentrations are dominated by emissions, these differences could be an indication of errors in 342 

the emission inventory for CO (and VOCs,) underestimation of the chemical source, a lack of 343 

efficacy in modelling boundary layer mixing processes, and/or a mismatch in the spatial 344 

representativeness of the observations and MACC fields, but no further diagnostic analysis of the 345 

relative importance of these potential factors was presented in Inness et al. (2013). 346 

In order to conduct a more comprehensive comparison within the AQMEII-2 modelling 347 

domains, we have selected a sample of four NOAA/GMD flask sampling sites (Novelli and 348 

Masarie, 2013), two for each domain, of which one is representative of remote conditions, as close 349 

as possible to the domain border (Mace Head for EU and Key Biscayne for NA), and one station 350 



 

is located in the middle of the domain (Black Sea EU and Park Falls for NA). Figure 3 shows CO 351 

concentrations from the MACC model compared with measurements at these selected stations. At 352 

the remote stations near the domain boundaries (Mace Head and Key Biscayne) the model agrees 353 

well with the observations, while there are differences between observations and MACC fields at 354 

the  Park Falls and Black Sea sites. In particular, the MACC re-analysis exhibits a moderate level 355 

of underprediction at the Park Falls site for most of spring and summer, while there is a large 356 

negative bias, particularly in winter, at the Black sea site similar to the biases observed at other 357 

sites over continental Europe (see below).  As explained in Inness et al. (2013) and Stein et al. 358 

(2014), the emission inventory (MACCity) used by the re-analysis might be the primary source of 359 

such large negative biases. 360 

In Figure 4 we show the midday median monthly CO surface concentrations for 48 European 361 

and 17 North American rural stations with continuous measurements.  In Table 4 we report 362 

performance metrics for all the models, focusing on winter and summer midday periods. In the EU 363 

case, the MACC re-analysis consistently underestimates CO surface concentrations, particularly 364 

in winter, and this behavior is mimicked by all the models.  The fact that the MACC re-analysis 365 

shows only small biases at the background station Mace Head near the western domain boundary 366 

suggests that this underestimation within the domain is not caused by underestimated background 367 

concentrations. Instead, it is likely that CO emissions within the model domain are significantly 368 

underestimated both in the MACCity and the TNO/MACC emission inventories especially during 369 

winter (see Stein et al. (2014) for a more thorough discussion). Potential discrepancies in the spatial 370 

scales represented by the observations and model predictions are likely not a major factor because 371 

the analysis focuses on rural sites. In the NA case the underestimation is less severe for MACC . 372 

The regional models do not track CO from MACC as closely as in the EU case, suggesting larger 373 

differences between the MACCity and the NA emission inventories (see also Section 4.3 below). 374 

In fact, the regional models even tend to overestimate CO suggesting an overcompensation of the 375 

too low BC by too high CO emissions within the domain. The study of Miller et al. (2008) using 376 

tall-tower and aircraft measurements in a model-data assimilation framework indeed indicated that 377 

CO emissions over North America as reported by the U.S. EPA might be too high. 378 

 379 

4.1.3. NO and NO2 380 

 381 



 

Nitrogen oxides (NO and NO2, or NOx) are major precursors for O3 and nitrate aerosols. NOx 382 

emissions and their oxidation products strongly influence the concentrations of air pollutants (O3, 383 

PM) (Seinfeld and Pandis, 2006). 384 

For the year 2010, 211 rural stations reported observations for NO and 285 for NO2 in Europe, 385 

while only 15 rural stations for NO and 59 for NO2 were available in North America. While 386 

measurements at rural sites are expected to be better comparable to the coarse resolution model 387 

outputs, it should be noted that standard NO2 measurements based on molybdenum converters can 388 

be significantly  positively biased at rural sites due to interferences  from other oxidized nitrogen 389 

species including PAN and HNO3 (see for example Steinbacher et al. (2007) and references 390 

therein). 391 

Figure 5 and Figure 6 show the midday median monthly surface concentrations of NO and NO2 392 

respectively. In Table 5 we report performance metrics for all the models, focusing on winter and 393 

summer midday periods, for combined NOx. 394 

In both the EU and NA case, the MACC model consistently underestimates the surface NO and 395 

NO2 concentrations throughout the year 2010. The regional models are closer to the observations 396 

than the MACC re-analysis, especially for NO2. There is significant spread between the models, 397 

especially during winter, indicating substantial inter-model differences in aspects such as vertical 398 

mixing, deposition, and chemical lifetimes which warrant further investigation in future diagnostic 399 

model evaluation studies. Significantly higher NOx concentrations are simulated by model ES2a/b 400 

as compared to other models in winter, which may be due to the missing heterogeneous reaction 401 

of N2O5 to HNO3 in this model which is an important sink of NOx at nighttime and in winter (Badia 402 

and Jorba, 2014). 403 

Anthropogenic, biomass burning, and soil decay NOx emissions are primarily released within 404 

the atmospheric planetary boundary layer (PBL) where the lifetime of NOx is a few hours in 405 

summer and up to one day in winter (Schaub et al., 2007). Given such a short lifetime, the ability 406 

of the models to reproduce NO and NO2 surface values is not directly affected by the MACC 407 

boundary conditions, but the consistent underestimation of NO2 by most models probably indicates 408 

a lack of emissions in the inventories used by both the regional models and the MACC re-analysis. 409 

On the other hand, since we are looking at rural, relatively emissions-poor locations, the 410 

underestimation can be due to other factors as well including an underestimation of the chemical 411 

lifetime of NOx, too high dry deposition, an underestimation of natural emissions from soils as 412 



 

suggested by Jaeglé et al. (2005), or the missing source from lightning in the regional models 413 

which, however, would mainly affect the results in summer. Knote et al. (2014) investigated 414 

differences between the chemical mechanisms used in the AQMEII-2 models and found 415 

differences in simulated radical concentrations of up to 40% for OH and >100% for NO3 which 416 

would indicate a large spread in chemical lifetimes between the models but based on their study it 417 

is not possible to conclude on a general positive or negative bias. 418 

Another likely contribution to the model underestimation is a systematic positive bias of the 419 

NO2 measurements. Standard air pollution monitors use molybdenum converters which are known 420 

to be cross-sensitive to other reactive nitrogen species including PAN and HNO3. Steinbacher et 421 

al. (2007) found that NO2 measurements at a rural site in Switzerland from a standard instrument 422 

had a rather constant bias of 1.5 to 2 ppb when compared to an accurate, NO2-specific instrument 423 

throughout the year. They concluded that only 70-83% of the actually measured NO2 signal of the 424 

molybdenum-based NOx monitor was attributable to real NO2. 425 

 426 

4.1.4. SO2 and SO4
2- 427 

 428 

SO2 is a major atmospheric pollutant of mainly anthropogenic origin, produced by the 429 

combustion of fossil fuel and by industrial facilities. With an average lifetime in the troposphere 430 

of few days (Lee et al., 2011), SO2 is oxidized to form sulfuric acid and sulfate aerosols.  SO2 is 431 

the principal precursor of sulfate aerosols and, because of its links to climate, air quality and human 432 

health issues, is extensively and continuously monitored on a global scale. 433 

Figure 7 shows the midday median monthly SO2 surface concentrations averaged over 165 (EU) 434 

and 44 (NA) rural stations.  In table 6 we report performance metrics for all the models. In the EU 435 

case, the MACC re-analysis overestimates the surface SO2 concentrations during the winter season 436 

(up to 2 ppbv with respect to the median of the observations), while it reproduces the measurements 437 

well during the rest of the year. Flemming et al. (2014) suggested that the overestimation in winter 438 

and the correspondingly too large amplitude of the seasonal cycle could be introduced by the 439 

diffusion scheme in IFS-MOZART. The seasonal bias is much reduced in the new model version 440 

C-IFS which, however, not only differs from IFS-MOZART with respect to vertical mixing, but 441 

also with respect to sulfur chemistry and wet and dry deposition. In the NA case, the MACC re-442 

analysis is within the interquartile range of the observations for most of the year, but shows a 443 



 

pronounced seasonal cycle not seen in the observations  that manifests itself in a tendency to 444 

underestimate surface SO2 in summer. Due to its rather short lifetime, SO2 does not get transported 445 

efficiently from the borders towards the center of the domain, where the performance of the models 446 

is not strongly affected by the MACC re-analysis biases. In winter, the regional models show 447 

significantly lower SO2 concentrations than the MACC re-analysis, more consistent with the 448 

observations. However, over NA the regional models also exhibit a seasonal cycle that is not 449 

visible in the observations. Some models show a significant underprediction, notably UK5 over 450 

EU. Over NA, CA2 and CAf2 show much higher SO2 than all other models and significantly 451 

overpredict SO2 in winter. The reasons for these model-to-model differences as well as the 452 

differences between the observed and simulated seasonal cycles over NA should be investigated 453 

further in future studies. 454 

Sulfate is produced by oxidation from SO2 in both the gas phase and the liquid phase. Oxidation 455 

in the gas phase by OH is more important during  the summer compared to other seasons. Note 456 

that in the MACC model there are two representations of SO2 and sulfate, one from the mainly 457 

gas-phase chemistry of MOZART, and one from the MACC aerosol module (Morcrette et al., 458 

2009) based on a simple SO2 to sulfate conversion approach. The fields provided as BC for the 459 

regional models were SO2 from the MOZART scheme but sulfate from the MACC aerosol module. 460 

Different from the regional models, the SO2 and sulfate fields analyzed for the MACC re-analysis 461 

are thus not chemically coupled. The sulfate component of particulate matter is overestimated 462 

during summer by the MACC re-analysis both in EU and NA, as shown in Figure 8, where we 463 

present daily averaged median monthly sulfate aerosol surface concentrations, averaged over 33 464 

(EU)  and 70 (NA) rural stations.  465 

Performance metrics for all the models are reported in table 7. For the EU case, the 466 

measurements are reported as PM10 (SO4
2-) but in NA as PM2.5 (SO4

2-). One possible reason for 467 

the positive bias in the MACC re-analysis in the summer months is that the MACC aerosol model 468 

does not contain a representation of ammonium nitrate aerosol which represents a large component 469 

of the European aerosol loading. Therefore the assimilation of satellite AOD will tend to increase 470 

the other aerosol components to give the correct AOD overall. In the EU case (top panel), model 471 

CH1 follows closely the MACC re-analysis predictions and shows a similar strong positive bias 472 

pattern. This overestimation contrasts with the findings of a previous evaluation of COSMO-ART 473 

(Knote et al., 2011) which suggested under- rather than over-prediction of sulfate. This is probably 474 



 

due to the implementation of a comprehensive wet chemistry scheme (Knote and Brunner, 2013) 475 

that had not been included in the previous evaluation. The other regional models do not show the 476 

same positive bias as MACC and COSMO-ART, indicating that the sulfate simulations are not 477 

very sensitive to the choice of chemical boundary conditions, but  further analysis is needed to 478 

investigate the relative role of long-range transport vs. within-domain formation in simulating 479 

regional-scale sulfate. The underestimation of sulfate in winter by a number of models is likely 480 

related to an underestimation of SO2 to sulfate oxidation in clouds as also noted by Im et al. (2014) 481 

or missing heterogeneous oxidation of SO2 as reported in Wang et al. (2014). Balzarini et al. (2014) 482 

investigated the in-cloud oxidation pathway in more detail for two different versions of WRF-483 

Chem with (SI2) and without (IT1) SO2 oxidation in cloud water. The model IT1 indeed is one of 484 

the models that strongly underestimate sulfate in winter while SI2 is rather closely following the 485 

observations. Although the other WRF-Chem models did include aqueous phase chemistry, they 486 

follow more closely the seasonal profile of IT1 than the profile of SI2. However, these models 487 

used different modules for both aqueous chemistry and wet deposition than SI2. A further analysis 488 

of the impact of different configurations available in WRF-Chem on SO2 and sulfate would thus 489 

be highly valuable.  490 

Using a diagnostic analysis approach, Wang et al. (2014) investigated several possible factors 491 

contributing to the underpredictions of sulfate in the US. They found that model performance for 492 

sulfate can be improved by the use of a more detailed convective cloud chemistry, addition of SO2 493 

heterogeneous chemistry, and the use of a more realistic surface wind drag parameterization, 494 

among which the addition of SO2 heterogeneous chemistry contributes the most to the 495 

improvement. 496 

The models UK5 and NL2 also represent sulfate concentrations fairly accurately and at the 497 

same time are among the models with rather low SO2 concentrations in winter (especially UK5), 498 

suggesting a more efficient SO2 to sulfate conversion as compared to other models.  499 

In the NA case (bottom panel of Figure 8), CA2 and CA2f show a similar pattern of strong 500 

positive bias, similarly to SO2, but with the largest overestimation in summer, as opposed to winter 501 

for SO2. The other models are able to well reproduce sulfate surface concentrations, but this pattern 502 

is not correlated with the positive bias shown by the MACC re-analysis. 503 

 504 

4.2. Vertical Profiles at Frankfurt Airport 505 



 

Most air pollutants have a longer lifetime at higher altitudes and show a much smoother 506 

distribution than in the boundary layer. This is a consequence of slower photochemistry due to 507 

generally lower concentrations and lower temperatures and the absence of emission sources and 508 

(dry) deposition sinks. Therefore, the influence of the MACC re-analysis is expected to be larger 509 

in the free and upper troposphere than in the boundary layer. 510 

In Figure 9, we show the winter averaged vertical profiles at Frankfurt airport for O3 (top panel) 511 

and CO (bottom panel), in which all regional models and the MACC re-analysis are compared to 512 

MOZAIC aircraft measurements. 513 

Despite the large spread at the surface, O3 concentrations in the models are similar in the lower 514 

troposphere and start to diverge again above 6 km. While most models used a vertical resolution 515 

of 30 and 40 levels in their simulations (Brunner et al., 2014), the spacing of these levels in the 516 

tropopause region varies between models and may affect the downward mixing of stratospheric 517 

ozone into the upper troposphere. However, the two simulations performed with the NMMB-BSC 518 

model at two largely differing vertical resolutions (ES2a: 24 levels, ES2b: 48 levels), differ only 519 

little in the upper troposphere, indicating that factors other than vertical resolution must dominate 520 

these results such as differences in the treatment of ozone in the stratosphere or different vertical 521 

model tops. Note that due to the lack of observations in spring and summer, the profiles are only 522 

representative of the situation in fall and winter. In these seasons, O3 shows a pronounced vertical 523 

profile with low values near the surface possibly influenced by the titration of O3 by NO. Above 524 

the PBL the regional models quite closely track the MACC re-analysis, indicating a larger 525 

influence of BC at higher altitudes, though as noted above the spread between the regional models 526 

begins to increase in the upper troposphere. 527 

Over Frankfurt, CO concentrations are severely underestimated up to ∼6 km, with a bias close 528 

to the surface exceeding 200 ppb. All the models, except for DE3 and UK5, follow closely the 529 

vertical profile of MACC re-analysis, with an increasing spread towards the surface. This result is 530 

consistent with the analysis of CO concentrations at ground stations and suggests that the emission 531 

inventories used by the MACC re-analysis and the regional models might be the cause of large 532 

negative biases closer to the surface, in particular at urban and polluted sites. It further suggests 533 

that CO concentrations in the free troposphere are quite closely tied to the concentrations of the 534 

model providing the boundary conditions. The deviations of the models DE3, UK5 and BG2 from 535 

the general behavior may point at problems with the technical implementation of the chemical 536 



 

boundary conditions in these models. 537 

 538 

4.3. Spatial analysis of CO and O3 539 

 540 

Due to simulation strategy and resources available, all the participating regional modeling 541 

groups only performed one simulation for the year 2010 using the same BC. The lack of sensitivity 542 

simulations with alternate sets of BC precludes us from quantitatively determining the effect of 543 

boundary conditions on the simulation results. Nevertheless, it is possible to qualitatively 544 

demonstrate the influence of the use of the MACC re-analysis as BC, in particular by analyzing 545 

CO concentrations, the longest-lived species simulated and delivered as a gridded field by all 546 

models. 547 

In Figures 10 and 11 we show the winter and summer average surface concentrations over EU 548 

for O3 and CO, respectively. The superposed green dots on the maps represent the ground stations 549 

selected for the analysis in Section 4.1.1 and 4.1.2. These maps show clearly the impact of the 550 

difference in emissions between the models and the MACC re-analysis: While the CO 551 

concentrations in the regional models are similar to MACC near the domain borders, they are 552 

significantly higher over the European continent in winter. Emissions outside of Europe were 553 

missing in the TNO/MACC inventory resulting in a strong underestimation of CO concentrations 554 

over North Africa, especially over Cairo. Although the MACC re-analysis and the regional models 555 

used different forest fire emission inventories (MACC: GFAS (Kaiser et al., 2012), regional 556 

models: IS4FIRES (Sofiev et al., 2009)), the CO concentrations over the Russian forest fire regions 557 

in summer are quite similar though somewhat higher in MACC. O3 concentrations in the regional 558 

models are also similar to MACC near the domain borders, but over continental Europe the 559 

differences become larger. This is especially true for winter where MACC shows much lower O3 560 

concentrations. As suggested by the analysis in section 4.1.1., this is mostly due to a strong 561 

underprediction of ozone at nighttime in the MACC re-analysis. This underestimation could 562 

indicate a too stable nocturnal boundary layer which would lead to strong depletion of ozone near 563 

the surface by dry deposition. Another reason could be the fact that no diurnal cycle is imposed on 564 

NOx emissions in the IFS-MOZART model which leads to too high emissions at nighttime and 565 

correspondingly too strong O3 titration by NO at night. 566 



 

These findings confirm our speculation that strong biases in O3 and CO are to a large extent 567 

due to differences in emission inventories between the MACC re-analysis and the regional models. 568 

In Figures 12 and 13 we show the winter and summer average surface concentrations for O3 569 

and CO over NA. Again, the superposed green dots on the maps represent the ground stations 570 

selected for the analysis in Section 4.1.1 and 4.1.2.  Similar to the EU case, the differences between 571 

the regional models and the MACC re-analysis can be quite large within the interior of the domain 572 

confirming the importance of the chosen emission inventories even for relatively long-lived 573 

species such as CO and ozone. The CO concentrations are much larger in the regional models than 574 

in MACC especially in winter, consistent with the findings presented in Section 4.1.2. 575 

The differences in summertime CO concentrations over Canada can be explained by the fact 576 

that SMARTFIREv2 covers only the US and no Canadian wildfire emissions were contained in 577 

the emission inventories used by the regional models. While ozone concentrations are rather 578 

similar in the mean of the regional models and the global model in summer, the MACC re-analysis 579 

shows generally much lower O3 in winter similar to the EU case. 580 

It is important to note that the regional models are run at much higher resolution than the MACC 581 

re-analysis. As a consequence, the regional models generally show much more small scale 582 

structure in the concentrations of O3 and CO at the surface than the MACC re-analysis.  Since 583 

there are other factors which could influence the surface concentrations beyond the differences in 584 

emission inventories, including the effect of vertical mixing, dry deposition and chemistry 585 

schemes, we stress that these differences deserve further analysis. 586 

 587 

5.  Summary and Conclusions 588 

 589 

Sixteen European models and five North American models have been used to simulate the year 590 

2010 within AQMEII-2. All models have taken their boundary conditions from the MACC re-591 

analysis of the global IFS-MOZART model. All groups have provided their model outputs 592 

regridded on the same horizontal and vertical grids. We have evaluated the MACC re-analysis 593 

along with all other models against a set of ground station observations for O3, CO, NO, NO2, SO2 594 

and SO4
2- concentrations. 595 

We have further investigated the ability of all models to reproduce surface O3 concentrations 596 



 

(see also Im et al., 2014a) and we have looked at midday and midnight values separately. This 597 

allowed us to isolate the different performance of the MACC re-analysis in simulating O3 at 598 

different times of the day. Over the EU domain, the MACC re-analysis has a general tendency to 599 

underestimate O3 at midnight. At midday, while there is still an underestimate during the winter 600 

season, the MACC re-analysis overestimates O3. The general tendency to underestimate O3 during 601 

winter is shown also in vertical profiles. Over the NA domain, the MACC re-analysis shows a 602 

good agreement with observations. 603 

The longest lived species analyzed in this study was CO, for which the MACC re-analysis has 604 

negative biases over the European domain, mainly due to differences in emission inventories, 605 

while at remote NOAA stations near the domain boundaries the MACC re-analysis well 606 

reproduces CO concentrations. 607 

The negative CO bias in the MACC re-analysis is also seen in the regional models at the surface, 608 

and in the vertical profile for all models (with the only exception of DE3). The analysis of surface 609 

concentrations of CO over the NA domain shows a much better agreement with observations both 610 

in the MACC re-analysis and regional model simulations. On the other hand, the regional models 611 

are missing wildfire emissions over Canada during 2010 summer season, since SMARTFIREv2 612 

covers only the US and no Canadian wildfire emissions were contained in the emission inventories 613 

used by the regional models. 614 

Although sensitivity simulations are crucial for a precise quantification of BC influence on any 615 

numerical experiment, from our analysis clearly emerges that biases in the MACC re-analysis are 616 

partly traced by the models, depending on the lifetime of the transported species. This influence is 617 

most obvious for ozone, where the underestimation in winter in MACC is mimicked by the 618 

regional models, while for CO the emissions in the interior of the domain appear to play an equally 619 

important role as the boundary conditions. The strong differences in CO between the global and 620 

regional simulations are pointing at significant differences in the underlying emission inventories, 621 

which calls for a better harmonization of regional and global inventories in the future. For the 622 

shorter-lived species NOx, SO2 and sulfate, the influence of boundary conditions appears to be 623 

minor. The sometimes large differences between the regional models and the MACC-reanalysis 624 

as well as among the regional models themselves must be due to other factors. A particularly large 625 

spread between models and large differences from observations was found for sulfate, indicating 626 

that the conversion of SO2 to sulfate is often not well represented probably due to a 627 



 

misrepresentation or lack of SO2 oxidation in cloud water and through heterogeneous reactions on 628 

the surface of aerosols. 629 

 630 
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Table 1: Overview of Participating Models 862 
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Domain Group Specifications Model 

EU 

EU 

EU 

EU 

NA 

EU 

EU 

EU 

EU 

EU 

EU 

EU 

EU 

EU 

EU 

EU 

EU 

EU 

NA 

NA 

BG2 
 

NL2 
 

DE3 
 

UK5 
 

US6 
 

AT1 
 

DE4 
 

ES1 
 

ES3 
 

IT1 
 

IT2 
 

SI1 
 

US6 
 

US8 
 

CH1 
 

ES2a 

ES2b 

UK4 

CA2 
 

CA2f 

offline 

online access 

online access 

online access 

online access 

online integrated 

online integrated 

online integrated 

online integrated 

online integrated 

online integrated 

online integrated 

online integrated 

online integrated 

online integrated 

online integrated 

online integrated 

online integrated 

online integrated 

online integrated 

WRF-CMAQ 
 

RACMO LOTUS-EUROS 

COSMO-MUSCAT 

WRF-CMAQ 

WRF-CMAQ 

WRF-CHEM 

WRF-CHEM 

WRF-CHEM 

WRF-CHEM 

WRF-CHEM 

WRF-CHEM 

WRF-CHEM 

WRF-CHEM 

WRF-CHEM 

COSMO-ART 

NMMB-BSC-CTM 

NMMB-BSC-CTM 

METUM-UKCA RAQ 

GEM-MACH 

GEM-MACH 

864 



 

Table 2: Stations selection 
 

 
Chemical 

species 

Number of stations 

EU  NA 

O3 401 271 

CO 48 17 

NO 211 15 

NO2 285 59 

SO2 165 44 

SO4 33 70 



 

Table 3: Seasonal (summer and winter)  midday  model perfomance metrics for O3  at ground 

stations 
 

 

 
Model 

O3 

mean (ppb) NMB (%) RMSE 

(ppb) 

r 

S W S W S W S W 

MACC 

(EU) 

BG2 
 

NL2 
 

DE3 
 

UK5 
 

AT1 
 

DE4 
 

ES1 
 

ES3 
 

IT1 
 

IT2 
 

SI1 
 

SI2 
 

CH1 

ES2a 

ES2b 

UK4 

54.01 
 
 

50.47 
 

46.78 
 

44.33 
 

56.76 
 

41.12 
 

46.05 
 

39.35 
 

38.64 
 

37.92 
 

35.27 
 

41.2 
 

41.07 
 

41.52 
 

50.36 
 

48.72 
 

55.36 

18.37 
 
 

27.23 
 

22.55 
 

17.52 
 

29.44 
 

21.43 
 

19.79 
 

20.11 
 

20.5 
 

20.57 
 

19.69 
 

22.48 
 

22.54 
 

15.78 
 

16.61 
 

15.44 
 

16.66 

26.4 
 
 

17.98 
 

9.4 
 

3.65 
 

32.8 
 

-3.81 
 

7.7 
 

-7.96 
 

-9.61 
 

-11.3 
 

-17.53 
 

-3.62 
 

-3.94 
 

-2.9 
 

17.8 
 

13.96 
 

29.47 

-26.04 
 
 

9.68 
 

-9.23 
 

-29.41 
 

18.64 
 

-13.67 
 

-20.32 
 

-19.01 
 

-17.41 
 

-17.18 
 

-20.59 
 

-9.47 
 

-9.21 
 

-36.46 
 

-33.12 
 

-37.85 
 

-32.92 

16.43 
 
 

14.65 
 

12.14 
 

12.31 
 

18.29 
 

11.22 
 

11.8 
 

11.64 
 

12.14 
 

12.62 
 

13.47 
 

11.29 
 

11.26 
 

13.84 
 

14.75 
 

14.01 
 

18.68 

11.94 
 
 

15.97 
 

10.1 
 

13.07 
 

11.07 
 

10.92 
 

11.43 
 

11.31 
 

10.8 
 

10.83 
 

11.34 
 

10.39 
 

10.32 
 

13.23 
 

13.22 
 

13.85 
 

13.05 

0.58 
 
 

0.56 
 

0.64 
 

0.54 
 

0.62 
 

0.63 
 

0.62 
 

0.63 
 

0.61 
 

0.58 
 

0.63 
 

0.63 
 

0.63 
 

0.48 
 

0.6 
 

0.61 
 

0.61 

0.51 
 
 

0.31 
 

0.5 
 

0.41 
 

0.53 
 

0.42 
 

0.47 
 

0.41 
 

0.49 
 

0.49 
 

0.48 
 

0.43 
 

0.44 
 

0.53 
 

0.52 
 

0.53 
 

0.54 

MACC 

(NA) 

CA2f 
 

CA2 
 

US6 
 

US7 
 

US8 

52.7 
 
 

45.88 
 

46.52 
 

48.94 
 

51.64 
 

40.64 

25.95 
 
 

32.47 
 

32.5 
 

30.79 
 

28.86 
 

25.06 

23.13 
 
 

7.21 
 

8.69 
 

14.04 
 

20.35 
 

-5.21 

-23.69 
 
 

-4.55 
 

-4.46 
 

-9.84 
 

-15.56 
 

-26.4 

15.46 
 
 

13.59 
 

13.88 
 

11.6 
 

17.28 
 

11.64 

12.14 
 
 

8.64 
 

8.64 
 

10.45 
 

10.46 
 

12.38 

0.64 
 
 

0.59 
 

0.59 
 

0.75 
 

0.55 
 

0.64 

0.45 
 
 

0.48 
 

0.48 
 

0.49 
 

0.46 
 

0.53 



 

Table 4: Seasonal (summer and winter)  midday model perfomance metrics for CO at ground 

stations 

 

 
Model 

CO 

mean (ppb) NMB (%) RMSE 

(ppb) 

r 

S W S W S W S W 

MACC 

(EU) 

BG2 
 

NL2 
 

DE3 
 

UK5 
 

AT1 
 

DE4 
 

ES1 
 

ES3 
 

IT1 
 

IT2 
 

SI1 
 

SI2 
 

CH1 

ES2a 

ES2b 

UK4 

117.19 
 
 

93.09 
 

106.62 
 

132.67 
 

105.51 
 

111.01 
 

107.51 
 

107.69 
 

98.51 
 

96.37 
 

94.91 
 

111.08 
 

110.61 
 

110.26 
 

113.86 
 

117.65 
 

126.68 

150.91 
 
 

166.89 
 

150.42 
 

203.43 
 

175.38 
 

153.74 
 

156.72 
 

155.41 
 

157.62 
 

154.36 
 

154.41 
 

156.60 
 

156.41 
 

167.84 
 

177.61 
 

178.97 
 

198.61 

-32.00 
 
 

-45.89 
 

-38.32 
 

-23.19 
 

-38.69 
 

-35.58 
 

-37.60 
 

-37.50 
 

-42.83 
 

-44.04 
 

-44.88 
 

-35.53 
 

-35.80 
 

-35.98 
 

-33.86 
 

-31.64 
 

-27.56 

-53.12 
 
 

-48.14 
 

-53.25 
 

-36.78 
 

-45.47 
 

-52.27 
 

-51.33 
 

-51.72 
 

-51.05 
 

-51.11 
 

-50.55 
 

-51.37 
 

-51.43 
 

-47.80 
 

-44.91 
 

-44.46 
 

-38.37 

141.85 
 
 

152.82 
 

149.64 
 

139.26 
 

147.43 
 

146.93 
 

148.46 
 

148.17 
 

152.40 
 

153.76 
 

154.58 
 

147.11 
 

147.03 
 

151.80 
 

142.34 
 

141.45 
 

179.44 

306.80 
 
 

296.80 
 

305.42 
 

278.64 
 

289.45 
 

304.07 
 

302.55 
 

303.30 
 

301.77 
 

300.87 
 

301.03 
 

302.43 
 

302.56 
 

296.95 
 

287.87 
 

287.41 
 

274.32 

0.13 
 
 

0.14 
 

0.07 
 

0.09 
 

0.09 
 

0.09 
 

0.09 
 

0.09 
 

0.08 
 

0.07 
 

0.08 
 

0.09 
 

0.09 
 

0.03 
 

0.17 
 

0.15 
 

0.05 

0.19 
 
 

0.21 
 

0.23 
 

0.22 
 

0.26 
 

0.22 
 

0.21 
 

0.21 
 

0.22 
 

0.21 
 

0.21 
 

0.22 
 

0.22 
 

0.19 
 

0.27 
 

0.27 
 

0.32 

MACC 

(NA) 

CA2f 
 

CA2 
 

US6 
 

US7 
 

US8 

123.06 
 
 

167.7 
 

169.84 
 

145.21 
 

159.48 
 

164.81 

127.59 
 
 

189.57 
 

192.94 
 

170.43 
 

192.56 
 

198.89 

-2.68 
 
 

36.5 
 

38.24 
 

16.66 
 

27.49 
 

32.35 

-8.16 
 
 

37.12 
 

39.58 
 

23.22 
 

38.96 
 

43.44 

109.74 
 
 

184.57 
 

185.18 
 

119.97 
 

115.22 
 

139.74 

125.63 
 
 

172.56 
 

176.63 
 

159.91 
 

158.97 
 

155.7 

0.3 
 
 

0.16 
 

0.16 
 

0.2 
 

0.34 
 

0.27 

0.32 
 
 

0.05 
 

0.05 
 

0.05 
 

0.06 
 

0.13 



 

Table 5: Seasonal (summer and winter) midday model performance metrics for NOx at ground 

stations 

 

 
Model 

NOx 

mean (ppb) NMB (%) RMSE 

(ppb) 

r 

S W S W S W S W 

MACC 

BG2 

NL2 
 

DE3 
 

UK5 
 

AT1 
 

DE4 
 

ES1 
 

ES3 
 

IT1 
 

IT2 
 

SI1 
 

SI2 
 

CH1 

ES2a 

ES2b 

UK4 

0.95 
 

2.19 
 

1.43 
 

2.49 
 

1.34 
 

1.28 
 

1.3 
 

1.19 
 

1.27 
 

1.38 
 

1.87 
 

1.35 
 

1.31 
 

2.44 
 

2.15 
 

2.63 
 

2.44 

7.32 
 

13.57 
 

6.6 
 

5.58 
 

8.11 
 

6.06 
 

6.53 
 

6.13 
 

5.87 
 

6.25 
 

6.57 
 

5.82 
 

5.73 
 

10.57 
 

17.14 
 

17.69 
 

13.31 

-76.73 
 

-46.22 
 

-65.04 
 

-38.85 
 

-67.24 
 

-68.64 
 

-68.1 
 

-70.77 
 

-68.8 
 

-66.02 
 

-54.06 
 

-67.02 
 

-67.75 
 

-38.3 
 

-47.06 
 

-35.2 
 

-40.04 

-45.64 
 

0.58 
 

-51.11 
 

-58.69 
 

-39.83 
 

-55.04 
 

-51.56 
 

-54.46 
 

-56.42 
 

-52.33 
 

-48.38 
 

-56.79 
 

-57.42 
 

-21.6 
 

26.81 
 

30.94 
 

-1.47 

4.47 
 

3.94 
 

4.21 
 

3.87 
 

4.28 
 

4.35 
 

4.36 
 

4.49 
 

4.35 
 

4.28 
 

4.06 
 

4.34 
 

4.32 
 

9.7 
 

4.71 
 

5 
 

4.42 

12.69 
 

11.09 
 

12.82 
 

13.46 
 

11.95 
 

13.23 
 

12.91 
 

13.18 
 

13.27 
 

13.04 
 

12.8 
 

13.35 
 

13.37 
 

11.43 
 

14.65 
 

14.68 
 

12.23 

0.15 
 

0.24 
 

0.17 
 

0.18 
 

0.24 
 

0.19 
 

0.18 
 

0.15 
 

0.17 
 

0.18 
 

0.19 
 

0.18 
 

0.19 
 

0.05 
 

0.14 
 

0.13 
 

0.21 

0.31 
 

0.42 
 

0.37 
 

0.35 
 

0.41 
 

0.33 
 

0.35 
 

0.33 
 

0.36 
 

0.35 
 

0.36 
 

0.34 
 

0.35 
 

0.39 
 

0.35 
 

0.36 
 

0.41 

MACC 

CA2f 

CA2 

US6 
 

US7 
 

US8 

0.9 
 

2.35 
 

2.31 
 

2.37 
 

2.57 
 

2.29 

4.89 
 

7.24 
 

7.66 
 

10.69 
 

12.3 
 

10.52 

-74.73 
 

-33.51 
 

-34.52 
 

-29.06 
 

-23.55 
 

-30.86 

-52.53 
 

-29.4 
 

-25.24 
 

9.29 
 

23.27 
 

6.75 

4.4 
 

4.6 
 

4.58 
 

3.76 
 

3.47 
 

4.38 

11.66 
 

11.14 
 

11.21 
 

11.29 
 

12.45 
 

12.53 

0.29 
 

0.26 
 

0.27 
 

0.37 
 

0.42 
 

0.24 

0.42 
 

0.46 
 

0.47 
 

0.51 
 

0.44 
 

0.39 
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Table 6: Seasonal (summer and winter) midday model performance metrics for SO2 at ground 

stations 
 

 

 
Model 

SO2 

mean (ppb) NMB (%) RMSE 

(ppb) 

r 

S W S W S W S W 

MACC 

(EU) 

BG2 
 

NL2 
 

DE3 
 

UK5 
 

AT1 
 

DE4 
 

ES1 
 

ES3 
 

IT1 
 

IT2 
 

SI1 
 

SI2 
 

CH1 

ES2a 

ES2b 

UK4 

0.32 
 
 

0.55 
 

0.38 
 

0.64 
 

0.2 
 

0.48 
 

0.5 
 

0.33 
 

0.47 
 

0.52 
 

0.53 
 

0.37 
 

0.36 
 

0.67 
 

0.73 
 

0.77 
 

0.74 

2.56 
 
 

1.66 
 

0.82 
 

0.96 
 

0.42 
 

0.86 
 

1.24 
 

0.91 
 

0.94 
 

0.89 
 

1.25 
 

0.79 
 

0.79 
 

1.59 
 

1.55 
 

1.42 
 

1.65 

-63.48 
 
 

-36.74 
 

-56.45 
 

-27.13 
 

-76.76 
 

-44.74 
 

-43 
 

-61.78 
 

-46.32 
 

-40.48 
 

-39.13 
 

-57.59 
 

-58.61 
 

-24.11 
 

-16.59 
 

-12.4 
 

-15.38 

39.89 
 
 

-9.06 
 

-54.9 
 

-47.51 
 

-77 
 

-53.11 
 

-31.92 
 

-50.35 
 

-48.49 
 

-50.96 
 

-31.3 
 

-56.69 
 

-56.77 
 

-12.83 
 

-14.93 
 

-22.02 
 

-9.78 

2.34 
 
 

2.17 
 

2.23 
 

2.21 
 

2.29 
 

2.19 
 

2.19 
 

2.23 
 

2.19 
 

2.18 
 

2.18 
 

2.22 
 

2.22 
 

2.27 
 

2.17 
 

2.18 
 

2.26 

3.03 
 
 

2.77 
 

3.08 
 

3.06 
 

3.34 
 

2.99 
 

2.92 
 

2.97 
 

2.97 
 

2.99 
 

2.93 
 

3.02 
 

3.02 
 

2.91 
 

2.88 
 

2.92 
 

3.07 

0.1 
 
 

0.34 
 

0.3 
 

0.27 
 

0.34 
 

0.32 
 

0.32 
 

0.33 
 

0.32 
 

0.33 
 

0.32 
 

0.32 
 

0.32 
 

0.24 
 

0.32 
 

0.31 
 

0.3 

0.49 
 
 

0.5 
 

0.4 
 

0.39 
 

0.28 
 

0.45 
 

0.42 
 

0.45 
 

0.44 
 

0.46 
 

0.43 
 

0.45 
 

0.45 
 

0.41 
 

0.45 
 

0.43 
 

0.46 

MACC 

(NA) 

CA2f 
 

CA2 
 

US6 
 

US7 
 

US8 

0.42 
 
 

2.52 
 

2.54 
 

1.4 
 

1.47 
 

1.16 

2.38 
 
 

3.64 
 

3.86 
 

1.91 
 

2.12 
 

1.7 

-81.25 
 
 

12.34 
 

13.04 
 

-29.24 
 

-26.06 
 

-37.99 

-13.96 
 
 

33.71 
 

41.63 
 

-31.66 
 

-25.71 
 

-38.71 

5.67 
 
 

5.32 
 

5.34 
 

4.6 
 

4.6 
 

4.74 

7.15 
 
 

7.38 
 

7.49 
 

6.94 
 

6.91 
 

7.11 

0.16 
 
 

0.34 
 

0.34 
 

0.41 
 

0.4 
 

0.36 

0.19 
 
 

0.27 
 

0.27 
 

0.41 
 

0.42 
 

0.38 

Table 7: Seasonal (summer and winter) daily model performance metrics for SO2­ at ground 1 

stations 2 
 3 

 

 
Model 

SO2− 
4 

mean (ppb) NMB (%) RMSE 

(ppb) 

r 

S W S W S W S W 
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MACC 

(EU) 

BG2 
 

NL2 
 

DE3 
 

UK5 
 

AT1 
 

DE4 
 

ES1 
 

ES3 
 

IT1 
 

IT2 
 

SI1 
 

SI2 
 

CH1 

3.19 
 
 

1.94 
 

1.77 
 

1.15 
 

1.54 
 

1.11 
 

1.07 
 

0.95 
 

1.5 
 

1.46 
 

0.91 
 

2.22 
 

2.22 
 

2.87 

1.7 
 
 

2.28 
 

1.35 
 

2.28 
 

1.62 
 

0.78 
 

0.36 
 

0.42 
 

0.8 
 

0.65 
 

0.38 
 

2.16 
 

2.16 
 

2.21 

89.13 
 
 

15.59 
 

5.64 
 

-28.72 
 

-8.33 
 

-34.22 
 

-36.08 
 

-43.14 
 

-11.01 
 

-13.4 
 

-45.68 
 

31.67 
 

31.53 
 

67.06 

-29.37 
 
 

-5.46 
 

-44.13 
 

-5.72 
 

-32.88 
 

-67.82 
 

-84.97 
 

-82.62 
 

-66.97 
 

-72.92 
 

-83.1 
 

-10.24 
 

-10.29 
 

-8.37 

2.56 
 
 

1.26 
 

1.56 
 

1.29 
 

1.37 
 

1.31 
 

1.33 
 

1.4 
 

1.42 
 

1.42 
 

1.39 
 

1.74 
 

1.75 
 

2.13 

2.54 
 
 

2.11 
 

2.61 
 

2.18 
 

2.36 
 

2.74 
 

3.22 
 

3.1 
 

2.73 
 

2.95 
 

3.2 
 

2.21 
 

2.21 
 

2.46 

0.43 
 
 

0.59 
 

0.39 
 

0.55 
 

0.44 
 

0.52 
 

0.51 
 

0.47 
 

0.5 
 

0.47 
 

0.52 
 

0.45 
 

0.45 
 

0.4 

0.41 
 
 

0.57 
 

0.36 
 

0.54 
 

0.49 
 

0.55 
 

0.2 
 

0.42 
 

0.53 
 

0.36 
 

0.2 
 

0.57 
 

0.57 
 

0.46 

MACC 

(NA) 

CA2f 
 

CA2 
 

US6 
 

US7 
 

US8 

2.84 
 
 

4.48 
 

4 
 

1.62 
 

2.34 
 

1.64 

3.02 
 
 

2.07 
 

1.49 
 

1.01 
 

0.91 
 

1.53 

48.19 
 
 

132.31 
 

107.91 
 

-15.58 
 

20.91 
 

-14.8 

130.85 
 
 

52.64 
 

12.36 
 

-23.16 
 

-29.98 
 

14.98 

1.75 
 
 

4.06 
 

3.45 
 

0.99 
 

1.23 
 

1.12 

2.85 
 
 

1.53 
 

1.14 
 

0.89 
 

1.18 
 

1.4 

0.58 
 
 

0.65 
 

0.68 
 

0.82 
 

0.73 
 

0.77 

0.44 
 
 

0.64 
 

0.6 
 

0.68 
 

0.33 
 

0.68 
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Figures 6 
 7 

 8 

 9 

Figure 1: Time series for 2010 of median monthly O3 concentrations, midday values, 10 

for EU (top, 12–14 UTC) and NA (bottom, 19–21 UTC) domains. The gray shaded 11 

area is the interquartile range of the distribution of observations across all selected 12 

stations. The white line represents the median of the observations. 13 

   14 
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 15 

 16 

 17 

Figure 2: Time series for 2010 of median monthly O3 concentrations, midnight values, 18 

for EU (top, 00–02 UTC) and NA (bottom, 07–09 UTC) domains. The gray shaded 19 

area is the interquartile range of the distribution of observations across all selected 20 

stations. The white line represents the median of the observations. 21 

  22 



39 
 

 23 

 24 

 25 

Figure 3: 2010 time series of mean CO concentrations from the MACC model (black line) and from 26 

NOAA/GMD ground-based measurements (red points) at Mace Head, Black Sea, Key Biscayne and 27 

Park Falls stations. 28 
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 29 

 30 

 31 

Figure 4: Time series for 2010 of median monthly CO concentrations, midday values, 32 

for EU (top, 12–14 UTC) and NA (bottom, 19–21 UTC) domains. The gray shaded 33 

area is the interquartile range of the distribution of observations across all selected 34 

stations. The white line represents the median of the observations. 35 

  36 
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 37 

 38 

 39 

Figure 5: Time series for 2010 of median monthly NO concentrations, midday values, 40 

for EU (top, 12–14 UTC) and NA (bottom, 19–21 UTC) domains. The gray shaded 41 

area is the interquartile range of the distribution of observations across all selected 42 

stations. The white line represents the median of the observations. 43 

  44 
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 45 

 46 

 47 

Figure 6: Time series for 2010 of median monthly NO2 concentrations, midday values, 48 

for EU (top, 12–14 UTC) and NA (bottom, 19–21 UTC) domains. The gray shaded 49 

area is the interquartile range of the distribution of observations across all selected 50 

stations. The white line represents the median of the observations. 51 

  52 
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 53 

 54 

 55 

Figure 7: Time  series for 2010 of median monthly SO2  concentrations, midday  values, 56 

for EU (top, 12–14 UTC) and NA (bottom, 19–21 UTC) domains. The gray shaded 57 

area is the interquartile range of the distribution of observations across all selected 58 

stations. The white line represents the median of the observations. 59 

  60 
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 61 

 62 

 63 

Figure 8: Top panel: time series for 2010 of median monthly PM10 -SO4 concentrations 64 

for EU. Bottom panel: time series for 2010 of median monthly PM2.5 -SO4 concentrations 65 

for NA. The gray shaded area is the interquartile range of the distribution of 66 
observations across all selected stations. The white line represents the median of the 67 
observations. 68 

  69 
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 70 

 71 

 72 

Figure 9: 2010 winter vertical profiles of median O3 (top) and CO (bottom) concentrations 73 

at Frankfurt airport. The gray shaded area is the interquartile range of the distribution 74 

of observations across all selected stations. The white line represents the median of the 75 

MOZAIC observations. 76 

  77 
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 78 

 79 

 80 

Figure 10: Winter (top panels) and summer (bottom panels) surface 2010 means 81 

for O3 in the EU case. Right: MACC re-analysis. Left: Average over the 16 regional 82 

models that simulated the EU case. The superposed green dots on the maps 83 

represent the ground stations selected for the analysis at receptor points. Stripes 84 

near the domain borders are due to the different model domains of the regional 85 

models leading to a varying number of models contributing to the mean. 86 

 87 

 88 
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89 

 90 

 91 

Figure 11: Winter (top panels) and summer (bottom panels) surface 2010 means 92 

for CO in the EU case. Right: MACC re-analysis. Left: Average over the 16 regional 93 

models that simulated the EU case. The superposed green dots on the maps 94 

represent the ground stations selected for the analysis at receptor points. Stripes 95 

near the domain borders are due to the different model domains of the regional 96 

models leading to a varying number of models contributing to the mean. 97 

  98 
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 99 

100 

 101 

Figure 12: Winter (top panels) and Summer (bottom panels) surface 2010 means 102 

for O3 in the NA case. Right: MACC re-analysis. L e f t :  A v e r a g e  over the 5 regional 103 

models that simulated the NA case. The superposed green dots on the maps 104 

represent the ground stations selected for the analysis at receptor points. Stripes 105 

near the domain borders are due to the different model domains of the regional 106 

models leading to a varying number of models contributing to the mean. 107 

 108 
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 110 

 111 

 112 

Figure 13: Winter (top panels) and Summer (bottom panels) surface 2010 means 113 

for CO in the NA case. Right: MACC re-analysis. L e f t :  A v e r a g e  over the 5 114 

regional models that simulated the NA case. The superposed green dots on the maps 115 

represent the ground stations selected for the analysis at receptor points. Stripes 116 

near the domain borders are due to the different model domains of the regional 117 

models leading to a varying number of models contributing to the mean. 118 

 119 


