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Abstract

Epoxides are important intermediates of atmospheric isoprene oxidation. Their subsequent
reactions in the particle phase lead to the production of organic compounds detected in ambient
aerosols. We apply density functional theory to determine the important kinetic factors that drive
epoxide reactions in the particle phase. Specifically, the importance of acid catalysis and solvent
polarity are investigated using a variety of epoxides and nucleophiles. The condensed phase is modeled
using molecular clusters immersed in a dielectric continuum and a majority of the calculations are
performed with the M062x density functional and 6-311++G** basis set. Calculations of acid catalyzed
epoxide hydrolysis transition states for simple primary, secondary and tertiary epoxides are consistent
with an A-2 mechanism where the nucleophile (water) interacts with an epoxide carbon in the transition
state. By applying transition state theory to this mechanism, the overall rate constants of epoxide
reactions such as hydrolysis, organosulfate formation, organonitrate formation and oligomerization are
determined. The calculations indicate that the acid catalyzed hydrolysis rate constant of 2-methyl-2,3-
epoxybutane-1,4-diol (B-IEPOX - an isoprene epoxide produced under low NO, conditions) is
approximately 30 times greater than 2-methyl-2,3-epoxypropanoic acid (MAE - methacrylic acid epoxide
derived from isoprene and produced at high NO, concentrations). Furthermore, acid catalyzed
organosulfate formation and epoxide oligomerization reactions are competitive and appear kinetically

favorable over the hydrolysis of IEPOX.



Introduction

Fine particulate matter (PM, s — particles smaller than 2.5 um) is a regulated criteria air pollutant
that presents a significant health burden and affects the earth’s climate."®> Numerous biogenic and
anthropogenic sources contribute to aerosol particle growth with organic constituents representing a
significant mass fraction.” The organic aerosols may be directly emitted (primary organic aerosol or
POA) or they may be generated from volatile species that oxidize in the atmosphere and condense onto
growing aerosol particles (secondary organic aerosol or SOA). SOA represents a substantial mass
fraction of submicrometer atmospheric aerosol’ and is particularly pronounced during the warmer

seasons which are conducive to photochemistry and biogenic emissions.

Isoprene (2-methyl-1,3-butadiene) is the largest unsaturated biogenic hydrocarbon source
emitted into the atmosphere. Its reactions with powerful atmospheric oxidants such as the hydroxyl
radical or ozone give rise to semi-volatile intermediates that are more likely to condense onto growing
aerosol particles where they may react further.® Other reactants such as NO, and sulfate may also
participate in the oxidation pathway giving rise to low volatility products thereby linking biogenic and
anthropogenic aerosol chemistry in the atmosphere.” Specific isoprene derived compounds have been
detected in laboratory chambers and ambient aerosols such as 2-methyl tetrol,® methyl glyceric acid®
and organosulfates.”®  While product distributions of such compounds provide constraints in
atmospheric model outputs, they do not afford essential kinetic parameters that are necessary to model
time dependent atmospheric isoprene chemistry. It is therefore not only imperative to identify reaction
intermediates and products but also to assess the relative reactivities of the pathways linking the two.

Only under such circumstances, may the atmospheric chemistry of isoprene be effectively modeled.

Recent studies have identified epoxides as intermediates in the atmospheric oxidation of

isoprene. Paulot et al. identified epoxydiols (isoprene epoxide - IEPOX) as major reactive intermediates



of isoprene oxidation under low-NO, conditions.™ Recently, Lin et al. have shown that an
epoxycarboxylic acid (methacrylic acid epoxide - MAE) is a significant precursor of SOA formation from
isoprene photooxidation under high-NO, conditions.'”> Epoxides are known to be taken up by acidic
solutions™ and aerosols** where they may participate further in ring opening reactions. Recent kinetic

studies involving alkyl, alkenyl and more oxidized epoxides™ *®

illustrate that such ring opening reactions
are favorable under ideal pH and hydration conditions. Eddingsaas et al. estimated a hydrolysis rate
constant for IEPOX in acidified aqueous solutions using kinetic measurements on a number of similarly
structured epoxides.’® To date, no estimation or measurement of the MAE hydrolysis rate constant has
been made. While these studies have been crucial in quantifying the reaction kinetics of atmospheric
epoxides, the kinetic measurements are typically carried out in neat solutions that are not
representative of the chemical complexity contained in aerosols. Different acids, varying levels of
hydration and a variety of reactive compounds all affect the aerosol phase chemistry of atmospheric
epoxides. In this work, we apply density functional theory and transition state theory to calculate
epoxide reaction rate constants in the condensed phase under a variety of reaction conditions that may
be applicable to aerosol chemistry. In particular, the influence of factors such as solvent polarity and the

identity of acid or nucleophile are systematically examined in a variety of ring opening reactions

involving these epoxides.

Theory

Rate constants are calculated using the expression from conventional transition state theory

which treats the reacting system as a quasi-equilibrium between reactants and an activated complex,’

_ kgT _ AGG(T)
Je = hch1 exp( RT ) (1)



where kj is Boltzmann’s constant, T is the temperature, h is Planck’s constant, C, is the concentration
corresponding to the standard state, n is the molecularity of the reaction (n = 1 for unimolecular and 2
for bimolecular) and AGZ.;(T) is the standard molar free energy of activation. Equation 1 does not
consider barrier recrossings™® or quantum tunneling effects'® which are not considered here. Details of

the computational model and approximations used to calculate AGS.;(T) of epoxide reactions in the

liquid phase are provided in the Supporting Information and are only briefly outlined here.

Equation 1 illustrates that AG2..(T) is fundamental to computing a rate constant and requires
that the free energy surface (FES) of a solute/solvent system is properly defined. The solvation of a
solute may be approximated using either explicit (discreet) or implicit (continuum) solvation models.*
Hybrid models that incorporate some explicit solvent molecules around a solute (thereby forming a
supersolute) immersed in a solvent bath continuum are appealing because they may avoid the
disadvantages of either purely explicit or implicit models.”* In this work, a hybrid model was used to
describe a variety of epoxide ring opening reactions in the condensed phase which is described in detail

in the computational methods section.

When a continuum model is used, the FES or statistical mechanical potential of mean force,?

W (R) for an N atom solute (or supersolute) with fixed 3N-6 nuclear coordinates at R is given by,

W(R) = V(R) + AG5(R) (2)

where V(R) denotes the gas phase potential energy surface and AG¢ (R) is the free energy of solvation
with nuclei clamped and fixed standard state concentrations. The choice of a particular standard state is
made by computational convenience or by following convention (standard state solute concentrations
of 1 mol/L are used in this work). While AG¢(R) depends on the choice of standard state, the rate

constant does not because the standard state concentrations also appear in the denominator of the pre-



exponential term in Equation 1 which has a cancelling effect as will be shown in the discussion that

follows.

It is important to understand that the FES from Equation 2 pertains to solutes with fixed nuclei

2324 an additional entropy term to the molar Gibbs free energy (chemical

at R. According to Ben-Naim,
potential) is required to allow the species to move around in the solution volume. The molar Gibbs free

energy of a species i in solution may be expressed as,
G = G; — TSyp,; (3)

The first term G/ is the chemical potential of a species with fixed nuclei in solution (pseudochemical
potential). The second term has been called the liberation free energy® and contains the absolute

temperature T and the entropy of liberation S;;, ; for species i,
Sip;i = —RIn(C;NpA3) (4)

where R is the gas constant, C; is the concentration of i in moles per unit volume, N, is Avogadro’s

number and A; is the thermal de Broglie wavelength defined by,

A; = hQmmkgT)~1/? (5)

in which m; is the mass of species i. The AG2..(T) may now be computed using Equations 3 — 5 and the

following,
Acht (T = AGZCt(T) - TASlib,act(T) (6)

where AG..(T) is the difference in internal free energy between the transition state and reactant
complexes (pseudochemical potential energy difference). In the calculations presented, AG,..(T) is
approximated using the zero point inclusive electronic energies with vibrational frequencies calculated
in solution using a continuum model.”® ASyip act is the difference in liberation entropy between the
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transition state and separate reactant species. It contains the standard state concentrations (see
Equation 4) which cancel the concentration term in the denominator of Equation 1 so that the rate
constant does not depend on the choice of standard state. Equations 1 and 6 provide a means to

estimate liquid phase rate constants for atmospherically relevant epoxide reactions.

Kinetic Model

The previous section detailed the theoretical framework that is used to calculate liquid phase
rate constants for single step reactions. In many instances however, reaction pathways involve multiple
steps that need to be accounted for to determine an overall rate constant.”® In acid catalyzed epoxide
hydrolysis reactions, several elementary steps occur during the conversion of reactants to products.
Additionally, two distinct reaction pathways known as A-1 and A-2 are possible.”” The A-1 mechanism
(analogous to the Syl substitution mechanism) involves four steps whereby an acid (such as H;0")
protonates the epoxide oxygen, the epoxide ring opens forming a carbocation followed by nucleophilic
attack of water with a subsequent deprotonation forming the final diol moiety. Figure 1a displays a
schematic diagram of the FES for this reaction. The rate determining step for this mechanism is the
formation of the carbocation which is stabilized in highly substituted epoxides (containing aliphatic
groups). The A-2 mechanism (analogous to Sy2) is a three step mechanism whereby an acid protonates
the epoxide oxygen, the epoxide ring opens as the nucleophile attacks with subsequent deprotonation
once again yielding the diol functional group. Figure 1b shows the FES for the A-2 mechanism. In this
case, steps two and three of the A-1 mechanism are effectively combined with the rate determined by
the concerted ring opening and nucleophilic attack of the epoxide ring. Less substituted epoxides

reacting in solvents of reduced polarity favor this mechanism.

Given the rate determining step, rate law expressions and overall rate constants may be derived

for each mechanism. In the A-1 mechanism, the rate law may be expressed as,



—W = k,[epoxide — H*] (7)

where k, is a first order rate constant (s™'). Assuming a pre-equilibrium exists between the epoxide and
the protonated epoxide, [epoxide — H*] may be related to the reactants via the equilibrium constant

expression,

ido_yg+
yepoxide—H"'[epomde H™]

K. = Qepoxide-Ht _ Co.epoxide—H+ __ 1M:[epoxide—H*] 3
1 : = Yepoxidelepoxidel v+ HY] de\ Tt (8)
Qepoxide Ay+ epoxide Ht [epoxide]-[H*]
Co,epoxide Co_H+

where the equilibrium constant K; is dimensionless and calculated using chemical activities. In deriving
the final expression in Equation 8, all activity coefficients y are assumed to be 1 and all standard state
concentrations Cy; are 1 M. Equation 8 may be substituted in Equation 7 to derive the following rate

law expressed as a function of the initial reactants,

d[epoxide] _ Kik, [

p” o epoxide][H"] (9)

The overall rate constant for the A-1 mechanism is therefore,

K.k
kyaq = ﬁ (10)

which has units of M's™ and the reaction that has an overall order of 2. Equation 1 and the relationship
between an equilibrium constant and the AG of a reaction may be used to express k,_4 in terms of the

FES of the reaction,

+
AG kgT AG
() exp(——Rf)) -
B

_ _ AGi+AGH
1M ~ h@Mm) exp( RT ) (11)

kaq =

It is evident from Equation 11 that the free energy of the protonated epoxide intermediate is

unnecessary to calculate in a cluster calculation involving an acid, water and epoxide provided that a



pre-equilibrium exists between the acid and the protonated epoxide. Only the reactant cluster and the

ring opened transition state need to be calculated thereby giving rise to the sum AG; + AG;.

A similar kinetic analysis may be carried out for the A-2 mechanism. The fundamental
difference between this mechanism and the A-1 mechanism is that the rate determining step also

depends on the concentration of the nucleophile (water). The A-2 rate law may be expressed as,

— SLepoX] = k,[epoxide — H*][H,0] (12)

where k, is now a second order rate constant (M?'s™). Once again, assuming a pre-equilibrium exists
between the epoxide and the protonated epoxide, Equation 8 may be used to derive the overall rate

law,

d[epoxide] _ Kik, [
dt T

epoxide][H*][H,0] (13)

The overall rate constant for the A-2 mechanism is therefore,

kgy =—>= (14)

which has units of M™s™ and the reaction that has an overall order of 3. In terms of the FES, k,_, is

expressed as,

§
AG1\[ kBT AGS
exp( RT)<h(1M)Dxp< RT)) kpT AG, +AGE
_ B _ 1 2
1M T h(1M)? exp ( RT ) (15)

ky—y =

Equations 11 and 15 appear to be the same except for the standard concentration term in the
denominator which affects the units of the rate constant. The other more significant difference is that

the free energies of activation for a specific epoxide are different depending on which pathway (A-1



versus A-2) is taken. Ultimately, the pathway with the lowest barrier will determine what mechanism is

the dominant one for a particular epoxide.

Equations 9 and 13 seem to indicate that it is experimentally trivial to distinguish between the
two mechanisms because the A-1 rate does not depend on the concentration of nucleophile (water).
However, epoxide hydrolysis reactions are typically carried out with water acting as both reactant and
solvent and therefore its concentration effectively remains constant during the course of the reaction.
Even in a purely A-2 mechanism, a pseudo second order rate constant is measured in the laboratory
with water’s concentration (55.5 M) being multiplied into the rate constant (see Equation 13). Other
experimental and/or theoretical methods are required to assign the appropriate mechanism for a

particular epoxide.

While both mechanisms are distinct and favorable under certain conditions, it is not
straightforward to assign the reaction mechanism based solely on the structure of the epoxide. The
solvent deuterium isotope effect has been used in previous studies to distinguish the reaction
mechanism because the ratio of the rate constants in D,O versus H,0 is calculated to be 1.0 for the A-2
mechanism and 2.1 for the A-1 mechanism.”® However, values of the deuterium isotope effect

16, 27

(szo/kHzo) may vary greatly. The stereochemistry of the final diol product may also distinguish

between the two mechanisms because a racemic mixture is typically expected in the A-1 mechanism
where a nucleophile may add above or below the plane of the carbocation while only anti addition
occurs in the A-2 mechanism. These observables were used to attribute the A-2 mechanism to a
majority of the epoxides studied by Eddingsaas et al.'® A recent theoretical study also predicted that the
A-1 mechanism was the least likely pathway in the hydrolysis of substituted epoxides.”® In this
computational study, all the epoxides that were studied also exhibited characteristics consistent with

the A-2 or ‘borderline’ A-2°° mechanism as will be shown in the Results and Discussion section.



Computational Methods

All electronic structure calculations were performed using the Gaussian 09 electronic structure
program.’ Most calculations were carried out using a relatively new density functional M062x** with
the 6-311++G** basis set. More lengthy calculations that mapped entire reaction trajectories using the
nudged elastic band method®® 3* involved a smaller basis set (6-31+G*) with the MO062x density
functional (see Supporting Information). In order to obtain the liquid phase standard free energies of
reactants, transition states and products for epoxide ring opening reactions, hydrogen bonded
molecular clusters were constructed and immersed in a dielectric continuum described by the SMD

solvation model®

to simulate the liquid phase. Molecular clusters have been shown to improve the
accuracy of electronic structure calculations in the liquid phase because both short range intermolecular
interactions (particularly in the first solvation shell) and long range electrostatics may be accounted
for.** However, larger cluster sizes greatly increase the configuration space and computation time.*” In

this work, only small clusters containing the reactants and several additional water molecules are

considered.

When conducting cluster calculations, the configuration space is typically sampled to find a
minimum energy starting configuration. To commence the search, a cluster size needs to be
determined. A minimum of four species are required to describe the entire hydrolysis reaction: an
epoxide, an acid (typically H30%), a nucleophilic water and another water molecule that receives the
proton from the protonated diol after the addition reaction has occurred. The configuration space is
restricted by requiring that the cluster is arranged in a reactive configuration. For epoxide hydrolysis,
the acid is hydrogen bonded to the epoxide oxygen that it donates to while the nucleophilic water and
proton receiving water molecule are placed below the plane defined by the epoxide C-C and epoxide-
substituent C-R bonds. An additional water molecule was used to hydrogen bond with H;0" was to

obtain a stable reactant cluster geometry containing a neutral epoxide. Without it, the proton will
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directly transfer to the epoxide as observed in other calculations of H;0" hydrogen bonded to oxidized
organics.®® The resulting pentamer (H,O -- H;0" -- epoxide -- H,O -- H,0) therefore represented the
simplest structure that served as a starting point for all cluster calculations. During preliminary
optimizations, clusters would converge to a ring structure such as the one shown in Figure 2. The ring
structure geometry consistently optimized for all clusters except an epoxide cluster containing SO,>
which gave rise to branched hydrogen bonded rings. In this case, two intermolecular distances were
fixed in order to ensure that the cluster contained the same underlying structure so that comparisons
may be made (see Supporting Information). As mentioned above, the cyclic structure represents a
reactive configuration and is not the minimum energy configuration of the cluster in a dielectric
continuum. A lower energy conformation may be realized if the H;0" is allowed to explicitly hydrogen
bond with three species (2 H,0’s and the epoxide). This however would require several hydrogen bonds
to break in order for a nuclephilic water to attack below the epoxide in the transition state giving rise to
a relatively large barrier. While the reactive configuration is less stable because specific molecules are
not explicitly solvated, so to is the transition state for the same reason which has somewhat of a
canceling effect when calculating the reaction barriers. More accuracy may potentially be achieved by
using larger clusters although at the cost of computational speed. The cyclic pentamer was therefore
used in most reaction barrier calculations because it was computationally feasible and reasonably

accurate in predicting rate constants as will be shown in the Results and Discussion.

The reactive cyclic cluster configuration shown in Figure 2 has several advantages. Firstly,
calculations that use water as the acid (neutral aerosols) require a means to neutralize charge separated
species to form stable products (OH from the H,0 that donated a proton to the epoxide oxygen is
neutralized by the proton from R-OH," generated after nucleophilic attack via proton transfer through
two water molecules). With two additional water molecules, a proton wire is formed® enabling the

separated charges to be neutralized. Movie 1 in the Supporting Information displays this transfer for the
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hydrolysis of oxirane in neutral water. Secondly, acidic species like H;0" that are present in reactant and
product complexes (above and below the epoxide ring respectively for anti addition) are partly solvated
via a hydrogen bond to an adjacent water molecule in the ring structure. This may more accurately
capture proton transfer dynamics which are known to involve water molecules in the first and second
solvation shells.”® For these reasons this cluster structure was used in all calculations to approximate

the local solvation and reaction dynamics of epoxide reactions.

Equation 6 indicates that free energies have two terms that were independently calculated for
each reaction studied. The pseudochemical potential energies (AG*) were determined by optimizing the
reactant, transition state and product clusters (fully associated) in a dielectric continuum as described
above. Because all clusters were fully associated (i.e. separate reactant or product species were not
optimized and were instead calculated as an associated complex), it was not necessary to locate and
optimize the protonated epoxide intermediate for rate constant calculations because the overall barrier
(AG, + AG;) depends only on the free energy difference between the transition state and reactants (see
Equations 11 and 15 and Figure 1). All stationary and saddle point geometries in addition to vibrational
frequencies were optimized in the reaction field of the implicit solvent. All minima and transition states

were confirmed to possess zero and one imaginary frequency respectively.

The second term in Equation 6 describing the entropy of liberation was approximated as
follows. The reactant complex for every epoxide reaction was segregated into two reacting species: the
epoxide and an acid/2 H,0/nucleophile complex. Each of these species had entropies calculated
according to Equation 4 whose sum was subtracted from the entropy of the fully associated transition
state complex. The size of the reacting complexes (number of associated waters) affects the magnitude

of ASyip qct giving rise to systematic errors for this calculation. However, all optimized complexes
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consistently contained two tightly bound water molecules so that relative rates are readily compared in

rate constant calculations.

Results and Discussion

The simplest water soluble epoxide is oxirane. While volatile, it is miscible in water and its acid
catalyzed hydrolysis rate was determined by Pritchard and coworkers.*" In that work, it was argued that
acid catalyzed oxirane hydrolysis proceeds by an A-1 mechanism because the reaction follows the
Zucker-Hammett acidity function.”> The Zucker-Hammett postulate however is not considered a strong
indicator of reaction mechanism.”* A contrasting view in which the A-2 mechanism is invoked to
describe the hydrolysis of primary and secondary epoxides has been proposed.”’” Even tertiary epoxides,
which are typically acknowledged to participate in the A-1 hydrolysis pathway because they can form
stable tertiary carbocations have been speculated to partake in the A-2 mechanism.”® ?  While
interpretation of a variety of experimental data may lead to differing conclusions, computational
methods are capable of characterizing the structure of transition states so that less ambiguous
assignments may be made. Such assignments are predicated on accurate models that are capable of
reproducing experimental data. The aim of this work is not only to calculate empirically determined rate

constants but to also predict the kinetics of novel atmospheric epoxides that have not been measured.

Figure 3 illustrates the reactant, transition state and product complexes for acid catalyzed
oxirane hydrolysis that were optimized in a water dielectric continuum. For this reaction, a protonated
oxirane intermediate was not found. This may be a consequence of the small water clusters used in
these simulations that do not incorporate complete first and second solvation shells where important
hydrogen bond dynamics may stabilize such transient species.** Interestingly, protonated organic oxides
have been observed in gas phase calculations of an H;O"-carbonyl complex (containing no additional

water molecules) indicating that dissociation of hydrogen bonds within the first solvation shell may be
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important.® Additionally, a carbocation intermediate was not found for oxirane. Instead, Figure 3b
depicts a transition state where the epoxide ring is partly open, a partial inversion of stereochemistry is
occurring at the epoxide carbon, and a water molecule (nucleophile) is interacting with the same
epoxide carbon where it is adding in an anti fashion. The deviation from planarity at the epoxide carbon
being attacked in the transition state is 8.7° indicating that considerable inversion of stereochemistry

has already occurred. These observations are consistent with an A-2 mechanism for oxirane.

Figure 3 does not display the protonated epoxide intermediate that is expected to form prior to
the ring opened transition state. As described above, with this cluster and at this level of theory, the
intermediate was not found to be a stationary state. This is evident in Figure 4 which displays a plot of
the minimum energy pathway on a simplified pseudochemical potential energy surface (no zero point
vibrational energy corrections) for the acid catalyzed hydrolysis of oxirane. The NEB calculation looks
similar to the schematic free energy surface of the A-2 mechanism in Figure 1 although there are no
pronounced protonated intermediates (local minima). Despite this, the NEB result displayed in Figure 4
may be used to approximate the pK, of a protonated epoxide. From Figure 4, the pseudochemical
potential energy difference between the protonated epoxide + water versus the epoxide + hydronium
ion is approximately -3.8 kcal/mol. The change in the entropy of liberation (see Equation 6) between
the reactant and product species is negligible because only a proton of small mass is transferred.
Therefore, the approximate free energy difference is also -3.8 kcal/mol. Using the relationship of K, =
exp(AG/RT), the pK, is estimated to be -2.8 at 298 K for a protonated epoxide. This agrees very well with
pK, ~ -2.5 for protonated ethers.” The overall reaction barrier may then be used to compute the rate
constant for oxirane. At the M062x/6-311++G** level, AG* = 15.4 kcal/mol (zero point energy
corrected). The addition of another water molecule to the reactant cluster at the site of the epoxide
oxygen did not cause a substantial change in the pseudochemical potential energy barrier (AG* = 14.7
kcal/mol; see Supporting Information). This further supported the use of only five molecules in cluster
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calculations as described in the previous section and shown in Figure 2. AS;;, = 7.3 kcal/mol which gives
a third order rate constant of Keyiane, 3ra = 1.4€-4 M2 using Equation 15 with an A-2 mechanism.
Because water is acting as both nucleophile and solvent, the pseudo second order rate constant for
oxirane is determined to be Koxirane, 2nd = (55.5 M)*Koyirane, 3rd = 7.7€-3 M™s™. This calculation also agrees
very well with the measured rate constant of 9e-3 for oxirane.*? The model therefore captures essential
proton transfer and ring opening reaction dynamics in acid catalyzed reactions of simple epoxides such

as oxirane.

To what extent does the presence and identity of the acid affect the reaction barrier for epoxide
hydrolysis? Figure 2 in the paper by Long and Pritchard*" indicates that the first order rate constant
(where the H+ concentration has been multiplied with the 2nd order rate constant: ki = kng[H+])
increases rapidly as the H' concentration decreases several pH units for isobutylene hydrolysis. In this
work, the affect of the acid on the reaction barrier was calculated for oxirane hydrolysis for three
different cases: neutral (H,0), hydronium ion (H;0%), and formic acid (HCOOH). Formic acid was selected
because it is the smallest carboxylic acid that represents the class of weak organic acids in aerosol
particles. Figure 5 shows the FESs for all three reactions. It is readily evident that acids, particularly
strong acids like H;0", greatly influence the reaction barrier by making the epoxide ring more susceptible
to opening. For oxirane, a weak acid lowers the overall activation free energy by 7.5 kcal/mol while a
strong acid lowers it by 13.5 kcal/mol. These effects are significant considering that they are

%47 The difference in epoxide reactivity when strong acids (versus weak

comparable to some enzymes.
acids) are used is also notable and is a consequence of an equilibrium that favors higher protonated
epoxide concentrations (K; is larger for reactions involving H;0" than HCOOH in Equation 14). The
calculations therefore predict that the role of organic acids in catalyzing epoxide ring opening reactions

in aerosol particles is limited, particularly in the presence of stronger inorganic acids such as H,SO, and

HNO; that dissociate and form H;O" in the presence of water. Without an acid present, the mechanism
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of epoxide hydrolysis is fundamentally different. In this case, proton transfers that neutralize all charged
species in the cluster occur subsequent to epoxide ring opening. This is more clearly illustrated in three
different movies (see Supporting Information) depicting the minimum energy pathway of oxirane
hydrolysis using water (H,0), hydronium ion (H;0%), and formic acid (HCOOH) respectively. In the cases
involving acids, the H;0" and HCOOH are regenerated illustrating the catalytic effect. All cases are also
consistent with an A-2 mechanism where the attacking water molecule is interacting with the epoxide

carbon whose bond is breaking with the epoxide oxygen in the transition state.

As mentioned at the beginning of this section, the A-2 mechanism accounts for the hydrolysis of
simple primary and secondary epoxides. For tertiary epoxides, there is a general tendency to ascribe an
A-1 mechanism?®’ because a tertiary carbocation intermediate may form. While tertiary carbocations are
more stable than primary or secondary carbocations,* this does not imply that tertiary epoxides will
always hydrolyze via the A-1 pathway because it may still possess a barrier that is greater than an A-2
pathway. To examine this further, calculations were performed to try and isolate a tertiary carbocation
intermediate derived from isobutylene oxide (2-methyl-1,2-epoxypropane). 2 water molecules were
placed above and below the plane of the carbocation to try and stabilize it. Several iterations of placing
the water molecules at different distances from the carbocation always resulted in the formation of the
protonated alcohol adduct (see Supporting Information). This result along with stereochemical
evidence?” and kinetic isotope effects for tertiary epoxides that resemble IEPOX'® have led us to ascribe
an A-2 mechanism for all epoxides studied in this paper. This has important implications in aerosol
chemistry because the reaction rate depends on the concentration of the nucleophile (see Equation 13).
While the concentration of water is not a variable in laboratory experiments because it is the solvent,
the same cannot be stated for aerosol particles that consist of a variety of organic and inorganic

compounds mixed with water whose concentration may vary. Water’s aerosol concentration therefore

16



has to be taken into account and third order rate constants need to be used if this chemistry is to be

incorporated into an atmospheric model.

While oxirane is not considered to play a major role in SOA formation, the techniques and
analysis just described were applied to the study of a series of epoxides including two recently
discovered atmospheric epoxides: IEPOX and MAE. Both epoxides are produced from the oxidation of
isoprene under low and high NO, conditions respectively. Table 1 contains a list of 10 epoxides,
activation free energies and acid catalyzed hydrolysis rate constants calculated using H;0" as the acid.
Structural atomic coordinates, zero point corrected energies and vibrational frequencies for all
reactants, transition states and products of Table 1 are listed in the Supporting Information. 7 of the
epoxides (including B-IEPOX and MAE) are asymmetric and therefore require rate constants to be
computed for nucleophilic attack on either carbon of the epoxide ring. Of the 7, rate constants for three
epoxides were computed for nucleophilic attack at both carbons (2,3-epoxypropan-1-ol, B-IEPOX and
MAE). It is evident from Table 1 that epoxide hydrolysis occurs at the less substituted site for 2,3-
epoxypropan-1-ol and MAE while it occurs at the more substituted site for IEPOX. For 2,3-epoxypropan-
1-ol and B-IEPOX, the larger rate constant is to be compared with the measured value because its
pathway is kinetically more favorable. The other four epoxides (1,2-epoxypropane, 2-methyl-1,2-
epoxypropane, 2-methyl-2,3-epoxypropan-1-ol, 2,3-epoxypropanoic acid) possess a primary carbon site
that appears like oxirane to a nucleophile. Attack at the primary site for 2,3-epoxypropan-1-ol and MAE
yielded rate constants similar to oxirane and therefore the rate constants for reactions at the primary
site in the other four epoxides are also assumed to be similar to oxirane and were not computed as a

result.

Table 1 contains the changes in pseudochemical potential energies (AG*), the free energies of

liberation (—TAS) and the free energies of activation (Acht) calculated according to Equation 6. The
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free energies of activation were then used to calculate third order rate constants using Equation 15 (A-2
mechanism). The third order rate constants were converted to pseudo second order rate constants by
multiplication with the water concentration (55.5 M) so that the computational results may be directly
compared with experiments.'® * *>*° The measured and calculated second order rate constants are
displayed in Figure 6. The calculated rate constants are in excellent agreement with available
experimental data for small epoxides such as oxirane and 1,2-epoxypropane. Overestimates tend to
occur for larger and more oxygenated epoxides including IEPOX. In these cases, the average barrier
height underestimation is approximately 2 kcal/mol. It is difficult to determine the major source(s) of
uncertainty in this model calculation because numerous approximations have been made. The level of
theory in the electronic structure calculations, lack of configuration space sampling, small water cluster
size, solvation model, and the simplified transition state theory rate constant expression may all affect
the accuracy of the results. Additionally, the assignment of a purely A-2 mechanism for tertiary
epoxides such as 2-methyl-2,3-epoxypropan-1-ol and B-IEPOX may be inaccurate because the transition
states exhibit borderline A-2 character with a larger intermolecular distances (> 2.5 Angstroms)
computed between the ring opened epoxide and the attacking nucleophile relative to primary and
secondary epoxides (see Supporting Information). In such borderline cases, concurrent A-1 and A-2

mechanisms may be required to describe the reaction rate.*

Even with all the model approximations, the calculations capture the appropriate trends of acid
catalyzed epoxide hydrolysis observed in experimental studies.’* Namely, electron donating groups
(such as —CHs) that are bonded to the carbon being attacked by water stabilize the transition state and
therefore increase the reaction rate. Electron withdrawing groups (such as —CH,0H and —COOH) exhibit
the converse effect and therefore decrease the reaction rate. The effect is most pronounced with
epoxides containing carboxylic acid groups whose rate constants are at least several orders of

magnitude smaller than less oxygenated epoxides. This effect ensures that only one stereoisomer is
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favorable for the hydrolysis of B-IEPOX and MAE. For B-IEPOX, the water bonds with the tertiary carbon
while for MAE it bonds with the primary carbon because the other stereoisomer forms considerably
slower (see Table 1). Structurally, the transition states of B-IEPOX and MAE are also different as shown
in Figure 7. For MAE, the oxygen from the epoxide ring and the attacking water molecule are interacting
more closely with the epoxide carbon than for B-IEPOX. The combination of the ring strain and the
strong inductive effects from the -COOH group destabilizing the partially positively charged epoxide
carbon atom are contributing factors to MAE’s higher barrier (smaller rate constant). While there are no
published hydrolysis rate constants for MAE, the calculations here may be used to predict its rate
constant. Considering that MAE is oxygenated, the calculations may over-estimate the rate constant like
they do for B-IEPOX assuming that the empirical rate constant is correct. However, MAE hydrolyzes at
the primary carbon site which appears like oxirane and its calculated rate constant is similar to that of
oxirane (within a factor of 5 or a 0.9 kcal/mol difference in barrier height). This suggests that the
calculations may not overestimate the rate constant because they are accurate for oxirane. In this case,
B-IEPOX (k = 5E-2 M's™)™ hydrolyzes ~30 times faster than MAE (k = 1.7E-3 M™s™). These results
suggest that if both IEPOX and MAE are present in the atmosphere, IEPOX will hydrolyze more readily to
form methyltetrols compared with MAE forming methylglyceric acid. Despite these results, both

compounds are known isoprene tracers that have been detected in ambient aerosols.?

While hydrolysis reactions for atmospherically generated epoxides are favorable in acidic
aerosols, other competitive epoxide reactions may also occur in particles containing inorganic and
organic compounds. Sulphate, nitrate and alcohols may also act as nucleophiles in acid catalyzed
epoxide ring opening reactions to form organosulfates, organonitrates and oligomers. By calculating the
rate constants for representative reactions involving different nucleophiles, the branching ratios may be
determined. This information is crucial to modeling the complex chemistry occurring in ambient aerosol
particles.
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Table 2 displays the calculated third order rate constants for epoxide reactions with H,0, 50,7,
NO;’, CH5CH,CH,0H and HOCH,CH,CH,0H. Propanol and 1,3-propanediol were selected to represent
larger organic alcohols (such as methyltetrols) that may be present in the aerosol. If only considering
H,0, SO,>, NO5’, and HOCH,CH,CH,OH, the branching ratios are 0.07, 0.70, 0.01 and 0.22 respectively. If
all nucleophile concentrations were equivalent, the calculations predict that epoxides would most
readily produce organosulfate compounds in acidic aerosols. However, concentrations in aerosols are
variable and hydrolysis reactions are competitive even in drier aerosols given the small molecular weight
of water. Organonitrates are least likely to form because NO3 represents a weaker nucleophile relative
to H,0."® These results are consistent with recent experimental work by Darer et al. that observed more
facile nucleophilic substitution of water with organonitrates relative to organosulfates.®® In contrast,
oligomerization reactions® represent another significant pathway for epoxides particularly in dry
aerosols. Dimers and higher order oligomers may be produced by the addition of another epoxide to
the growing chain. Dommen et al.>® have observed such species in laboratory experiments involving
isoprene.  Polymers of methylglyoxal and similar compounds have been observed in other
experiments.> These reactions naturally decrease the volatility of the organic matter by producing
larger compounds and their impact on SOA formation and growth is significant based on the calculations

presented here.

One final consideration that warrants discussion in the computational model is the dielectric
continuum. The choice of continuum solvent will affect the solvation of the reactant and transition state
molecular complexes. By varying the dielectric continuum, the solvation of different states along the
reaction coordinate may be differentially impacted thereby influencing the barrier height of the
reaction. In order to examine the influence of the continuum on the rate constants, three different
calculations of the hydrolysis of IEPOX were carried out using water, ethanol and n-octanol as

continuum solvents. These solvents were selected because they represent a wide range of polarity.
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Table 3 displays the reaction barriers and rate constants of IEPOX in the three different continuum
solvents. As the polarity of the solvent decreases, there is a decrease in the barrier height with a
resultant increase of the hydrolysis rate constant. Solvent polarity therefore may play an important role

in modulating barrier heights of reactions in aerosols.

These calculations raise critical issues that are typically overlooked in atmospheric aerosol
models. While gas phase compounds and reaction rates may be measured with good precision and
accuracy, the same cannot be stated for aerosol phase reactions. Aerosol phase reaction kinetics may
only be approximated in the laboratory using pure solvents or simple mixtures. Such studies therefore
do not account for aerosol chemical and phase heterogeneity in addition to surface effects. Many of
these effects may be modeled using computational chemistry which will provide valuable insight in

describing ambient aerosol reactors.

Conclusions

Density functional theory was applied to study acid catalyzed epoxide ring opening reactions of
atmospherically relevant epoxides. In aerosols derived from isoprene SOA, the hydrolysis of IEPOX
proceeds approximately 30 times faster than MAE. Strong acids (like H;0") and strong nucleophiles (like
S0,%) considerably lower the overall reaction barrier. Additionally, oligomerization reactions are at least
as reactive as water with epoxides indicating that this pathway is important in dry aerosols. Further
experimental and computational studies are poised to decipher other important reactive pathways

occurring within ambient aerosol particles.
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Table 1. Calculated and measured acid catalyzed epoxide hydrolysis rate constants in water.
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Epoxide AG" TAS, AG%.  KewelMSY) K golMS?) Ko (M™s)

o]
1. oxirane L\ 15.4 7.3 22.7 1.4E-04 8.0E-03 9.0E-03*
*
[s]
2. 1,2-epoxypropane (secondary carbon) A 14.0 7.5 21.5 1.1E-03 5.9E-02 6.0E-02°
O
o]
&
3. 2-methyl-1,2-epoxypropane (tertiary) * 9.7 7.6 17.2 1.5E+00 8.2E+01 6.8E+00?
o]
4. cis-2,3-epoxybutane /A‘\ 13.4 7.6 20.9 2.7E-03 1.5E-01 2.0E-01°
Q
5a. 2,3-epoxypropan-1-ol (secondary) ZK/DH 16.6 7.6 24.2 1.2E-05 6.6E-04
o
5b. 2,3-epoxypropan-1-ol (primary) %DH 14.6 7.6 22.2 3.2E-04 1.8E-02 2.5E-03°
o] &
6. 2-methyl-2,3-epoxypropan-1-ol (tertiary) ‘-". oH 116 7.6 19.2 5.1E-02 2.8E+00 1.1E-02¢
o]
1.3-03°
7.  cis-2,3-epoxybutane-1,4-diol HO oH 149 7.7 22.6 1.6E-04 8.7E-03 B
» 1.4E-03
o]
& 5.0€-02°
8a. 2-methyl-2,3-epoxybutan-1,4-diol (B-IEPOX, tertiary) HO o4 114 7.7 19.2 5.3E-02 2.9E+00 3A6E 02
*® -
(9] &
8b. 2-methyl-2,3-epoxybutan-1,4-diol (B-IEPOX, secondary) HO. - oH 138 7.7 21.6 9.0E-04 5.0E-02
]
9. 2,3-epoxypropanoic acid (secondary) S oH 214 7.6 29.0 3.1E-09 1.7€-07
]
o B
10a. 2-methyl-2,3-epoxypropanoic acid (MAE, tertiary) < oH 211 7.7 28.8 4.6E-09 2.5E-07
10b. 2-methyl-2,3-epoxypropanoic acid (MAE, primary) 15.9 7.7 23.6 3.0E-05 1.7E-03

All free energy terms are in kcal/mol.

* denotes the carbon that bonds with H,0 (nucleophile) in the calculation.
? Values from Long et al.**

® Values from Eddingsaas et al.*®

“Values from Mabey et al.>°

4 Values from Cole-Filipiak et al.*
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Table 2. Calculated rate constants (3rd order) for the acid catalyzed -IEPOX ring opening reactions with different
nucleophiles in a water dielectric continuum.

Nucleophile AG TAS;,  AG . K ge(M?s™)

H,0 11.4 7.7 19.2 5.3E-02
s0,” 9.7 8.1 17.8 5.2E-01
NO; 12.3 8.0 20.3 7.6E-03

CH;CH,CH,0H 10.4 8.0 18.4 1.9E-01
HOCH,CH,CH,0H 10.5 8.0 18.5 1.6E-01

Table 3. Calculated rate constants (3rcl order) for the acid catalyzed hydrolysis of B-IEPOX using different
continuum solvents.

Continuum Solvent € (20°C) AG°,, (kcal/mol) k .4 (MZs™)

water 80.4 19.2 5.3E-02
ethanol 25.6 17.1 1.6E+00
n-octanol 10.3 15.6 2.2E+01
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Figure Captions

Figure 1. Schematic free energy surfaces for the a) A-1 and b) A-2 mechanisms of epoxide hydrolysis.

Figure 2. Cyclic oxirane-H;O"-water cluster optimized in a H,O dielectric continuum.

Figure 3. Reactant, transition state and product oxirane reaction clusters optimized in a H,0 dielectric
continuum. The hydrolysis proceeds with an H;O" catalyst that is regenerated.

Figure 4. Nudged elastic band (NEB) calculation (M062x/6-31+G*) of the minimum pseudochemical
potential (G*) energy path for the acid catalyzed hydrolysis of oxirane.

Figure 5. Free energy barriers for the hydrolysis of oxirane using H,0, H;0" and HCOOH as acids. The
stronger the acid, the lower the hydrolysis free energy barrier.

Figure 6. Second order rate constant measurements and calculations (at the more and less substituted
carbon positions) for a series of 10 epoxides including B-IEPOX and MAE.

Figure 7. Transition state structures of the acid catalyzed hydrolysis of a) B-IEPOX and b) MAE.
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