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Abstract

The Soil Conservation Service (SCS) curve numbimnages of direct runoff from
rainfall for semiarid catchments can be inaccunateestigation of the Walnut Gulch
Experimental Watershed (Southeastern Arizona) &ntld nested catchments determined that the
inaccuracy is due to the original SCS rafipdf 0.2 between initial abstraction and maximum
potential retention. Sensitivity analyses indidhia runoff estimation can be very sensitive to
the initial abstraction ratio, especially for rélaty low rainfall amount and for watersheds
covered by deep, coarse, and porous soil, conditimat dominate many semiarid watersheds
worldwide. Changing the ratio of initial abstractito the maximum potential retention to
optimal values ranging from 0.01 to 0.53 for diffet Walnut Gulch catchments improved runoff
estimates. The greater the channel area and thetifia soil, the smaller the initial abstraction
ratio is. The variation of the initial abstractimatio for the Walnut Gulch Experimental

Watershed is due to the variation of maximum padéngétention and initial abstraction, which
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are channel area and soil dependent parameteesgréhter the channel area, the higher the
maximum potential retentioBis; and the coarser the soil, the larger theah#bstraction, is.

In addition, the effect of initial abstraction @tn runoff estimation increases with decreasing
curve number. Thus, impacts of initial abstractiatio on runoff estimation should be

considered, especially for semiarid watersheds avtiex curve number is usually low.

Key Words: Curve Number, Runoff, Initial Abstracgtidratio, Maximum Potential Retention,
Semiarid Watershed
1. Introduction

The Soil Conservation Service (SCS, now the Naiesources Conservation Service)
curve number method is widely used to estimatectinenoff from a specific or design rainfall
(Hawkinset al, 2009; SCS, 1985). Reasons for the wide applicaifdhis method are (1) the
computations are efficient; (2) the required sgile, land use, and management practices are
readily available; and (3) it produces satisfactanyoff estimates for many agricultural and
urban watersheds (Gassnetral, 2007; Hawkingt al, 2009; Ponce and Hawkins, 1996; Wang
et al, 2009; Yuaret al, 2001). However, the estimated runoff is inacaivahere watershed
retention is a large fraction of the rainfall, assemiarid watersheds in southeastern Arizona
(Hjelmfelt, 1980; Baltas and Dervos, 2007; Soelial, 2009).

The watershed retention concept includes the irabatraction,, the initial rainfall in
mm retained before runoff starts; and the maximotetial retentior§, maximum water in mm
that a watershed can potentially retain duringrsfad and from which the curve number is
derived (NRCS, 1997). The SCS originally defineel stope of a log linear approximation to

relate the initial abstraction to the maximum ptgnmetention as 0.2 (Figure 10.2 of the
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National Engineering Handbook-section 4; SCS, 198% the source of the original highly
uncertain daily rainfall and runoff is no longerdwn (Hawkinset al, 2009). Later this slope
was labeled the initial abstraction ratigChen, 1982). Because of the uncertainty and unkno
origin, several investigators have re-evaluateds#iection of 0.2 (Baltast al, 2007; Mishraet

al., 2006; Mishra and Singh, 2004; Woodwatdal, 2004 Hawkinset al, 2002; Jiang, 2001).
For example, Woodwaret al (2004) determined the initial abstraction réti be 0.05 from
rainfall and runoff measurements on 327 watershetse eastern, mid-western, and southern
U.S. In addition, they found that the initial alastion ratiol varied from storm to storm and
from watershed to watershed (Woodwatdl, 2004 Jiang, 2001). The maximum potential
retentionS from which the curve number is derived (NRCS, )9%as originally defined as a
variable of land cover and land treatment, hydnalalgsoil group and condition, and antecedent
soil moisture (NRCS 1997). However, studies in Wal@ulch Experimental Watershed, located
in southeastern Arizona, showed that soil moishaet little impact on stream flow in the arid
and semi-arid watersheds (Syatdal, 2003) because the watershed is almost alwayw/ldey it
rains and soil moisture ‘memory’ is relatively shior semiarid conditions. In addition, studies
performed by Goodricht al. (1997) and Simantoet al (1996) in the same watershed found that
ephemeral channel losses and partial storm arexage became increasingly important to
rainfall-runoff relationship as watershed scale@ases, with a critical transition threshold area
of around the range of 37—60 ha. They concludedrtimff modeling in Walnut Gulch
Experimental Watershed and similar semiarid aregsires explicit treatment of transmission
losses from channel infiltration. For these reastres controlling factors for the initial
abstraction ratio must be re-evaluated before aggjga universal value for this parameter. In

this study, the sensitivity of initial abstracticatio on runoff estimation was analyzed firstly to
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illustrate the importance of this study. Then, ithigal abstractiori;, maximum potential
retentionS and initial abstraction ratiowere determined and correlated to drainage area,
channel area, and soil characteristics for the WaBulch Experimental Watershed and its 10
nested catchments in southeastern Arizona. Fimaltionships between curve number with
of 0.2 and curve number withof different values were explored to extend firgdirirom this
study to other types of land use. The objectivahisfstudy are to (1) determine the optimized
la, S andi for the 11 catchments; (2) compare runoff estiomstiwith measurements using the
optimizedZ from this study and a fixetdof 0.2; (3) re-evaluate the controlling factorslig S
and/; and (4) develop relationships between curve numité A of 0.2 and curve number with

differentA.

2. Research Methods
2.1 Study Catchments

This study investigated the Walnut Gulch ExperiraeWatershed (WGEW) operated by
the U.S. Department of Agriculture, Agricultural$earch Service and 10 catchments nested
within the watershed in Southeastern Arizona (Fegl)t The experimental watershed has an area
of 148 knf and lies between latitude 383 N and 32 81' N and longitude 11015 W and 109
89 W. Elevations in the watershed range from 1216 1029 m. The average annual rainfall is
approximately 324 mm, but varies seasonally andialiyn(Goodrichet al, 1997). Seventy five
percent of the annual total precipitation occuosrfrJuly to mid-September as intense, brief,
localized thunderstorms (Simantehal, 1996). Detailed land cover information in the WMGE
can be found in Skirviet al (2008). In summary, the dominant vegetationhenwatershed is

shrubs with grass. Other vegetation includes shwith scattered grass, grass and scattered
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shrubs, grass, oak woodland, and trees and shiarfg éhannels (Skirviet al, 2008). Built-up
or disturbed land use occupied about 8 percerteoiviatershed (Skirviat al, 2008). As shown
in Figure 2, the watershed (ponds excluded) is Inaiovered by well-drained sandy loam (71.7
percent) and loamy sand (3.3 percent), and byivelatfine loam (20.8 percent), undefined

riparian soil (2.7 percent), and clay loam (1.6cpet) (Heilmaret al, 2008). The WGEW

contains 17 ponds (man-made terminal basins) thabd contribute runoff and that have an area

of 1700 ha. Because the ponds do not contributeffrypond area was excluded from runoff
calculation. The drainage area excluding pond @rdafined as active drainage area in this
study. For example, the watershed has an activeadya area of 13100 ha (Table 1).
2.2 Data Analysis

2.2.1 Sensitivity Analysis

The sensitivity analysis includes two steps: 1)waang the effect of the initial
abstraction ratia on runoff estimation; and 2) examining impactsha curve number and
rainfall on the relative sensitivity afon runoff.

To evaluate the impact éfon runoff estimation, relative changes of runoitw
progressive changes bivere examined. Decreased from 0.2 to 0.02} thas reduced 10

percent (10%) in each step. The relative changesnafff were estimated using equation:

0o =2 =% 4100 (1)

I 0
whereJQ, is the relative change of runoff at sieQ; andQo are calculated runoff at stepnd
stepO, respectively. Theé declines from 0.2 to 0.02 from stépo step9, with 10% decrease for

each step. Corresponding runoff used in Equatipmwék calculated using the following

eguations:
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1) :
Q=0 whenP<1, (2)
andl, =SxA (3)

whereQ is runoff, P is rainfall depth), initial abstractionSthe maximum potential retention,
and/ the initial abstraction ratio. THeused in Equation (2) and (3) is one inch (25.4 rtom)
represent typical rainfall in the semiarid southieaes US (1 inch to 4 inches in the WGEW). A
curve number of 80, the median estimated from Sioregt al (1996) for the WGEW, was used
to estimateéSused in the above equations.

To examine impacts of curve number or rainfall efative sensitivity off on runoff,
changes of relative sensitivity with a progressibange of curve number or rainfall depth was

evaluated. Relative sensitivity, was calculated using the following equation:

REIS
YAX =X

wherex is the initial abstraction fraction)( y is the estimated runofty, %, andy,, y. are £10
percent of the initial value of and associated runoff values, respectively (Wénig Chaubey,
2005). The initiak was set as 0.2, hence thandx, was 0.18 and 0.22, respectively.
More specificallyS values were first calculated with progressivelyr@ased rainfall (15 — 75
mm), while the curve number remained unchan@ € 80); and therts values were
calculated with a progressively increased curvelreami70 — 100), while the rainfall depth
remained unchange® € 25.4 mm).

2.2.2 Representative Catchment Rainfall

This study compiled rainfall and runoff for the W@&Eand 10 of the nested catchments
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larger than 229 ha (Table 1). Catchments with ikedbt larger active drainage area were selected
for the following two reasons: (1) to reduce theauts of scale on runoff or curve number
(Goodrichet al, 1997; Simantoret al, 1996); and (2) to examine impacts of soil on flino
estimation, as the WGEW and 10 catchments werered\®y different types of soil.

For each catchment, representative rainfall ocegrdiuring 1967 to 1989 was estimated
using Thiessen polygon weighting (NRCS, 1997). Qalgifall-runoff from July 'to Sept. 14
were consistently available for this study becaligéng 1980 to 1989 most rain gages were not
operated for the remainder of the year (Goodeichl, 2008; Stonet al, 2008). This study
defined a new event if at least one hour lapseld matrainfall at any gages for a catchment
(Syedet al, 2003). The estimated representative rainfall masched with runoff. Runoff was
matched to a rainfall, if that runoff started aftee rainfall but no later than 2.5 hours aftet tha
rainfall ended. Runoff in cubic feet was convertednm based on active drainage area.

2.2.3 Parameter Estimation and Testing

Least square fit method was used for parametenastn for each catchment. Based on
observed rainfalP (independent variable) and run@ff(dependent variable) during 1967 to
1989, two independent parameters,adndSin Equation (2) were first estimated using thestea
square method to minimize the sum of the squatkeofesiduals. Then, again the least square fit
method was used to estimate the only parangfieecause, = 0.25) in Equation (5) (NRCS,
1997) using the same observed rainfall and ruretth chcluding rainfall events without

generation of runoff. The MATLABHh({tp://www.mathworks.com/help/techdpsbftware was

used to perform this analysis and results are showables 1 and 2.

Q= (P-029)" P >0.2S
(P+0.8S)
Q=0 P<02S ()
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The curve numbeCN was estimated from the maximum potential retenfas:

N = 25400
254+ S

(6)
Three statistics were used to evaluate goodned# ahd bias for Equation (5) and

Equation (2). These include the Nash-Sutcliff doeght (NSB, the coefficient of determination

(R?), and the percent of biaBBIAS. The Nash-Sutcliff coefficient is (Gupt al, 1999; Nash

and Sutcliffe, 1970)

NSE: 1- ZL(Qesti - Qobsi) (7)
Zi (Qobsi - Qavg ) 2

wheren is the number of matched pairs of rainfall andoftinQes;i and Qopsi the estimated and
observed runoff for pair, and Qayg the average observed runoff over the optimizapenod.

The coefficient of determinatio®’ is

n

Z (Qobsi - Qobsave)(Qesti - Qestave)
RZ - i=1 . (8)

{z (Qobsi - Qobsave)2 Z (Qesti - Qestave)2j|

i=1

where Qestavg aNd Qopsavg are the average estimated and observed runoff theepptimization

period. The percent of bid&BIASis

i (Qobsi - Qesti) x100
PBIAS= | 1= o

n

Z (Qobsi)

i=1

The goodness of fit is the best wHehandNSEapproach to one and the cloB&B1ASis

to zero the less bias (Walvooetial, 2003). These statistics were only used to evaltret
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relative performance of Equation (5) and Equat®n o prevent any uncertainty derived from a
heuristic criterion when evaluating satisfactorgesrunoff estimates (McCuest al, 2006).

2.2.4 Multiple Regression

Multiple regression analysis was performed to fertexplore any other factors affecting
runoff that might not be completely incorporatetbithe curve number method. Particularly
multiple regression analysis was performed to engpdmy correlations of the maximum potential
retention, initial abstraction, and initial abstran ratio with surface soil type, active drainage
area, and channel area for the WGEW and 10 neatedments.

Multiple regressions were performed to determireedbntribution of active drainage
area, channel area, and soil type to estimigieé®] and. The independent variables were
proportional extent of four soils (clay loam, loasandy loam, and loamy sand) in active
drainage area, and the logarithmic transformatfaactive drainage area and channel area for
each catchment. The dependent variables Weesnd logarithmic transformation bf S, andA.

The proportional extents of surface soil type wesemated from the SSURGO database (NRCS,
2010). In this study, multiple regression (Proc RefS® 9.2) were conducted for the
logarithmic transformation, because a power laati@hship was identified between watershed
active drainage area a@N (Simantoret al, 1973). Residuals from each model were tested for
normality (Shapiro Wilk tesp > 0.25).

2.3Equivalent Curve Number

In order to use existing curve number tables,thigly developed theoretical
relationships between curve numb@N() for SCS selected initial abstraction ratio GC »)
andCN for initial abstraction ratios of 0.01, 0.05, ahd (CN,). Relationships betweddN, »

andCN; were estimated by (1) usil@N=30, runoff was calculated for 55 rainfall everitsr{m
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to 55 mm) using Equation (2), whdge= 0.01S,; (2) using the same least square method as
described in section 2.2.3, fitted S for rainfalhoff pairs obtained in step 1 using Equation (5)
(Ia=0.2); (3) fromS calculatedCNy » using Equation (6); (4) usin@N values from 35 to 95
(with interval of 5) and repeating steps 1 to 8esdes pair oCNy o1 andCNp » were obtained; (5)
repeating steps 1-4 (whelke= 0.055and 0.5in Equation (2), respectively), a series pair of
CNy.0sandCNy 2 and a series pair @Ny 1 andCNy » were obtained.

To evaluate discrepancies between theoretical fmo€N, (4 is 0.01, 0.05, and 0.1) and
CNy.2, the residual sum of squard®S$ and the sum of squares of residuals were cabxlildmn
addition, the residual sum of the squares for ndmae runoff NRS$, runoff with a unit mean
and standard deviation, was also estimated to cosape for the effects of absolute values of

runoff.

3. Results and Discussion
3.1 Sensitivity of Runoff to Initial Abstraction Ratio

For a given curve number and rainfall depth, edtehaunoff increased as the initial
abstraction ratid decreased (Figure 3), and the estimated runoffim@eased by 214 percent
when the initial abstraction ratiowas decreased 90 percent from 0.2 to 0.02.

For a given curve numbe€{=80), the relative sensitivity of initial abstraarti ratiol
(absolute value o) was increased with the decrease of rainfall (fégl), consistent with
findings by Woodwarckt al (2004). Over the WGEW, the majority of rainfalbin 1967 to 1989
was less than 25 mm. The relative sensitivity efithtial abstraction ratié was from -10.80 to -
1.90 corresponding to a range of rainfall from 1% to 25 mm (Figure 4), suggesting that

runoff estimates from the WGEW are very sensitovéhe initial abstraction ratio

10
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For a given rainfall depth of 1 inch (25.4 mm), te&tive sensitivity of initial
abstraction ratid (absolute value d&) was increased with the decrease of curve nuntbguie
5). The majority of curve numbers in the WGEW lass than 85 (Simantaat al, 1996),
corresponding to a large sensitivity (-0.94 to 7#1corresponding to curve numbers of 85 to 70)
of runoff estimates to the initial abstraction oati Small curve numbers are calculated from
large maximum potential retention also indicatihgttrunoff estimation is sensitive to the initial
abstraction ratio for watersheds with high maximpotential retention. The maximum potential
retention is largely but not exclusively relatedstnl porosity and moisture (NRCS, 1997). In
watersheds covered by deep, porous soils, soiltoreifias little impact on maximum potential
retention (Syeet al, 2003), thus the largest maximum potential red@ndccurs due to the large
infiltration rate and soil storage.

3.2Initial Abstraction Ratio and Runoff Estimation

Fits of Equation (5)4=0.2, solid line) and Equation (2) (optimizéddashed line) to
observed rainfall and runoff are shown in Figur&@ige optimized parameters for each equation
are shown in Table 1. The initial abstraction mtwhich are calculated from the optimizgd
andl, in Equation (2), range from 0.01 to 0.53. Vasmalues of initial abstraction ratio
ranging from 0.0 to 0.3 were reported in other EsiqHawkinset al, 2010; Balta®t al, 2007,
Woodwardet al, 2004 Hawkinset al, 2002; Jiang, 2001). The average of initial adutton
ratio for the 11 catchments is 0.12, which is 3&eet less than the NRCS (1997) definition of
0.2. For catchments with the initial abstractiotioralose to 0.2, such as 7, 8, and A1r¢m
0.16 to 0.23), the fitted lines for the two equasi@re very similar (Figure 6). Whereas, for
catchments 1, 2, 4, 6, 9, 10, and 15 with an inatitsstraction ratio smaller than 02fom 0.01

to 0.10), the estimated runoff using Equation £50(2) is smaller than that from Equation (2)

11
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(optimized4) for small rainfall events (less than approxima®d mm) and are larger than
estimates of Equation (2) for large rainfall evefsger than approximately 30 mm). For
catchment 3, where the initial abstraction ratitarger than 0.24(is 0.53), the estimated runoff
using Equation (5)4€0.2) is smaller than the estimates of Equatior{(¢g)imized’) for
relatively larger rainfall events (greater than @pmmately 30 mm).

Table 2 shows thRSE R?, and percent of bia®BIAS that were calculated from
observed runoff and calculated runoff using Equafks) and Equation (2) with estimatkgand
S(Table 1) for each catchment. Except for catchs@n8, and 11, thdSEandR? associated
with the optimized initial abstraction raticare closer to 1 than those associated with a fixed
initial abstraction ratid of 0.2, indicating a better fit when the initiddsaraction ratia is
optimized. Similarly, for catchments 1, 2, 4, 69710, 11, and 15, tHeBIASvalues for
Equation (2) are closer to 0 than those for Equati). TheNSE R?, andPBIASare similar for
Equation (5) and Equation (2) at catchments 7n8,14. Thus, in the WGEW, runoff estimates
using Equation (2) are more accurate than estimeieg Equation (5), especially when the
initial abstraction ratid is much smaller than 0.2.

3.3Results of Multiple Regression Analysis

Table 3 shows the proportional extent of surfadetgoes, active drainage area, and
channel area for the WGEW and 10 of the nestedhoants. These catchments were mainly
covered by sandy loam (41 percent to 100 percBefatively fine soils include clay loam and
loam, the proportional extent of which was from pedcent to 4.8 percent and from 0.0 percent
to 43.3 percent, respectively. In addition, theeakbf loamy sand and undefined soil (mainly in
the channels, Figure 2) ranges from 0.0 perceb®1® percent and from 0.0 percent to 5.7

percent, respectively. The riparian soils and strehannel sediments were mainly distributed in

12
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the catchments draining into flumes 1, 2, and §yFe 2).

The maximum potential retentid@is determined as a channel area dependent paramete
As shown in Table 4, the logarithm of channel asghe most significant estimator of the
logarithm of the maximum potential retentiSnwith a partialR? (partial coefficient of
determination, which shows the contribution of atireator to the variation of a response in
multiple regression) of 0.502 (positive). The psitor negative followed with the partigf
signifies the influence direction. The curve numBétvaried inversely with active drainage area
(a power law relationship) (Simantehal, 1973), thus a positive relationship between the
maximum potential retentioBand the active drainage area should be expested (
25400/(254+CN). In this study, the logarithm of the channel arestead of the logarithm of the
active drainage area, was identified as the ststrgggimator of the logarithm of the maximum
potential retention. This finding is supported bg&ntonet al (1996) in that the general nature
of declining curve numbeZN with active drainage area was due to channelrmessson losses
in southwestern ephemeral streams. A strong ctiorlaetween active drainage area and
channel area is observed for the WGEW, with a tation coefficient of 0.948. Thus, although
not the strongest estimator, active drainage avakl@lso partially explain the variation of the
maximum potential retentioB (R is 0.503 for linear regression). In addition,reelir regression
model could better explain the maximum potentisgmgon-channel area relationship, because
the R? (0.593) is higher than that of the power law md@e502). This finding is supported by a
linear regression model proposed by Simaretoal (1996) to describe the curve number-area
relationship.

Clay loam, loam, and loamy sand were determindtirag significant estimators for the

logarithm of initial abstraction Idty), suggesting that the initial abstractigrwas a soil

13
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dependent parameter. The parRabf clay loam, loam, and loamy sand for (yis 0.465
(negative), 0.078 (negative), and 0.072 (positivedpectively and the tot&f for the lodl.,) is
0.615 (Table 4). The? for I, is higher than that of Idty), indicating initial abstraction can be
better estimated by soil type using a linear refethip. Three determined significant estimators
for l,are clay loam, loamy sand, and sandy loam, witartigdR? of 0.480 (negative), 0.122
(positive), and 0.098 (positive), respectively, dmel totalR? is 0.700. Sandy loam is a soil with
high infiltration. Souliset al (2009) used HYDRUS 1D (Simunek al, 2008) to simulate

runoff for 30 rainfall events ranging from 8.9 mm1l4.1 mm falling on some of the sandy
loam and sandy clay loam covering a Greek expetiah@ratershed, and they found that the
Greek sandy loam contributed no runoff for anyhaf 80 rainfall events, whereas sandy clay
loam contributed to runoff generation for largenfall events P > 40 mm) (Souli®t al, 2009).
Thus, the increasing catchment coverage of saraiy End decreasing coverage of sandy clay
loam should lead to the decrease of runoff anceams® of initial abstractiop. In addition, this
study found that coverage with clay loam negatiwelgacted initial abstractioh.

The initial abstraction ratid is a channel area and a soil dependent pararfeter.
estimators were examined in this study for(ipglog(channel area) and clay loam, with a partial
R? of 0.478 (negative) and 0.102 (negative), respelgtiand a totaR® of 0.581. Clay loam, the
strongest negative estimator for initial abstrat@étso has a negative impactrand
log(channel aresghould impact the opposite way as the affect on the maximummnaiate
retentionS,

Although variations of the maximum potential retentS initial abstractior,, and
initial abstraction ratid can be mainly explained by variations of chanmehand surface soil

type (totalR? from 0.502 to 0.700, Table 4), other possibledecare not considered in this
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study. As an example, the initial abstractiomatichment 3 is much higher than that of
catchment 4 (17.5 mm versus 11.1 mm, Table 1)pagh these two catchments are
characterized by the same surface soil type (10€x€ent of sandy loam, Table 3). The
difference in initial abstraction for these twoatahents could be due to other factors, such as
the differences in land slope. Future studies neagdeded to investigate impacts of slope, and
probably other factors influencirig 1,, andA.
3.4Equivalent Curve Number

Table 5 shows the estimated equivalent curve nwsrdssociated with initial abstraction
ratio of 0.2 CNp ) to curve numbers for initial abstraction ratidd1, 0.05, and 0.1. The
values ofCN, are always smaller than the equival€i » and deviations betwedlN; and
CNy.odecrease with increasirigIn addition, as the curve number increases, éveatons
betweenCN, andCN, decrease. As shown in Table 5, the residual sutihneo$quareRSS
increases with increasir@Ny » until CNy» is at 82 to 84 (bold values in Table 5), and then
decreases with the increaseQi ». Higher residual sum of the squaRSSsignifies a larger
discrepancy between runoff associated vty andCNy .. Hence, impacts of will be
maximized wherCN, ; is approximately 82 associated witbf 0.01, 83 associated withof
0.05 and 84 associated witlof 0.1 In comparison, the residual sum of the squares for
normalized runofNRSSlecreases with increasi@i\, », suggesting that the initial abstraction
ratio 1 has less effect on runoff estimates as curve numbeeases which is consistent with the
sensitivity analysis (Figure 5).

Comparisons for three pairs between runoff@dk o1 andCN, 2 are shown in Figure 7. A
threshold rainfall can be observed for each cuvalver pair, above which runoff f@N, » is

greater than those f@Np o1, and below which runoff foEN, » is smaller than those f@Ny o1.
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Runoff estimated usinGNy - is similar to those fron€Ny o1 whenCNy 2is 93, while apparent
discrepancies in runoff can be observed betwdin; andCN, 2 for smallerCNy > (78 and 65).
Figure 7 is consistent with observations by Woodledral. (2004) that distinct differences in
runoff are associated with lower curve numbers.

In summary, runoff estimation in the WGEW is veepsitive to initial abstraction ratio
because the watershed has relatively low rainfatbant during rainfall events (majority of
rainfall events less that 25 mm) and high maximuteptial retention due to the large
infiltration rate and soil storage. Thus, the alitabstraction ratié@ was re-evaluated using
rainfall runoff data collected in the watershearder to improve runoff estimation. The initial
abstraction ratios range from 0.01 to 0.53 forWWBEW and the nested catchments. The wide
range of initial abstraction rati(the ratio between initial abstraction and maxinpotential
retention) is due to variations of channel areasurthce soil type of the watershed and the
nested catchments, and possible other factors wigel further investigation. Runoff
estimation is improved for the WGEW and 10 nestgdluments by using the optimizédrom
this study. Finally, theoretical relationships westablished between the curve numbers for
initial abstraction ratio 0.23N, ») and the curve numbers for initial abstractiomosabf 0.01,
0.05, and 0.1¢N,) so that existing curve numbers developed by B8 #r various land use

can be used for different initial abstraction ratiban 0.2.

4. Conclusions
Runoff estimation can be very sensitive to thaahdbstraction ratio, especially for
relatively low rainfall amount and for watershedsered by deep, coarse, and porous soil that

dominate many semiarid watersheds worldwide. Ttidysimproved runoff estimation for the
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WGEW and 10 nested catchments by changing thalimitistraction ratia from 0.2 to

optimized values (0.01 to 0.53). For the WGEW drariested catchments, initial abstraction
ratios/ are related to catchment channel area and covefaygface soil type: the larger the
channel area and the finer the soil, the smalkeiirthial abstraction ratio is. The effect of iaiti
abstraction ratio on runoff estimation increase$ dwecreasing curve numbers. Thus, impacts of
initial abstraction ratio on runoff estimation skibbe considered, especially for semiarid

watersheds where the curve number is usually low.
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Figure 1 Catchments, rain gages, runoff flumesndges into ponds that retain all runoff, and

built-up areas of the USDA-ARS Walnut Gulch Expegittal Watershed. (modified from

Goodrichet al, 1997)
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Figure 2 Surface soil type of the USDA-ARS Walnutl¢h Experimental Watershed
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Figure 3. Relative increase in percent [calculdtech Equation (1)] of estimated runoff [from
Equation (2)versusrelative decrease in percent of initial abstractiatiol (from 0.2 to 0.02,

decreasing 0 percent to 90 percent) for a curvebeunrof 80 and a rainfall depth of 25.4 mm.
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unchanged at 25.4 mm.
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1 Tablel. Parameters derived using the least squetigoch from rainfall-runoff pairs measured

2 between 1967 and 1989 for the USDA-ARS Walnut Gldgperimental Watershed and 10
3 nested catchments.
Active Optimized A ‘ A=0.2
Runoff Number Number Drainage
Gage TP 050 Area 3 o e A 3 CN
pairs (Ha) (mm) (mm) (mm)
1 1590 101 13100 386.8 396 7.5 0.02 935 73.1
2 1555 140 9561 2449 509 7.5 0.03 795 76.2
3 1027 133 546 33.0 885 175 053 66.1 79.3
4 911 82 229 109.2 699 111 0.10 70.9 78.2
6 1486 140 8147 2733 482 5.0 0.02 765 76.8
7 1136 116 1363 1085 70.1 17.7 0.16 955 72.7
8 1186 127 1330 50.0 83.6 114 023 543 82.4
9 1282 111 2076 149.9 629 6.4 0.04  69.5 78.5
10 1242 101 1478 3284 436 33 0.01  85.7 74.8
11 1030 141 635 548 822 109 020 546 82.3
15 1167 102 1640 2653 489 4.0 0.02 788 76.3
4
5 Table 2 Evaluation of runoff estimation for the USIBRS Walnut Gulch Experimental

6 Watershed and 10 nested catchments during 19638 Using estimate8 andi, as listed in

7 Table 1.
Runoff Optimized A | 1=0.2
gage NS PBIAS R’ NS PBIAS R’

1 0.39 12.0 0.39 0.25 64.9 0.26
2 0.41 16.7 0.41 0.35 50.9 0.36
3 0.62 24.5 0.62 0.60 9.4 0.61
4 0.51 6.0 0.51 0.50 15.9 0.50
6 0.44 4.2 0.44 0.34 51.4 0.36
7 0.74 26.5 0.74 0.74 31.0 0.74
8 0.57 17.9 0.57 0.57 15.6 0.57
9 0.65 4.6 0.65 0.61 33.3 0.61
10 0.34 1.5 0.34 0.23 61.1 0.25
11 0.64 13.9 0.64 0.64 14.0 0.64
15 0.48 -5.8 0.48 0.34 46.7 0.37

8
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Table 3 Area, channel area, and proportional exdesoil type for the USDA-ARS Walnut

Gulch Experimental Watershed and 10 nested catcismen

Active Channel Channel Clay Sandy Loamy Undefined
Runoff . . Loam .
drainage area area/drainage  loam o loam sand soil
gage area (Ha) (Ha) area (%) (%) (%) (%) (%)
1 13100 491 0.037 1.5 20.8 71.7 33 2.7
2 9561 350 0.037 2.1 20.1 75.7 0.4 1.7
3 546 27 0.049 0.0 0.0 100.0 0.0 0.0
4 229 15 0.066 0.0 0.0 100.0 0.0 0.0
6 8147 280 0.034 2.5 23.4 72.7 0.1 1.3
7 1363 28 0.021 0.0 40.5 41.0 12.8 5.7
8 1330 70 0.053 0.0 22.3 75.7 0.0 1.9
9 2076 70 0.034 4.9 15.3 79.8 0.0 0.0
10 1478 61 0.041 1.2 26.8 72.0 0.0 0.0
11 635 39 0.062 0.0 433 56.7 0.0 0.0
15 1640 231 0.141 4.5 16.3 78.5 0.6 0.0

Note: Channel area is from (Goodriehal, 1997)
Table 4 Multiple regression of soil type and lotfam of drainage area and channel area
(estimators) with initial abstractidg and logarithm of the maximum potential retent®mnitial
abstractiorl,, and initial abstraction ratib(responses), parti& are listed with direction of

influence (negative or positive). Bold numbers farethe strongest estimator.

Estimators
Responses* Clay loam Loam SI:;:]y Lg:rr:jy Log(aDr;e;i )nage Log((a(rtggn nel R
Log(S) 0.502(+) 0.502
Log(l) 0.465(-) 0.078(-) 0.072(+) 0.615
la 0.480(-) 0.098(+)  0.122(+) 0.700
Log(A) 0.102(-) 0.478(-) 0.581

Note: probability p < 0.3 for all F tests.
The multiple regression equations are:

log(S) = 1.166 + 0.507 log(Channelarea)

log(la) = 1.112 — 0.083 Clayloam — 0.006 Loam + 0.027mgsand
la = 0.744 — 1.551 Clayloam + 0.128 Sandyloam + 0l8&mysand
Log(1) =-0.017 — 0.122 Clayloam — 0.534 log(Channelarea
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Table 5 Equivalent curve numbers associated witlaimbstraction ratio of 0.2 to curve
numbers for three initial abstraction ratios (0.0D5, and 0.1) with rainfall ranging from 1 mm

to 55 mm, residual sum of squar&Sg, and residual sum of squares of normalized data
(NRS$. n.a.: data not available. Bold numbers are catwaber pairsGN; andCN, 2) when the

residual sum of the squarBSSeaches the maximum value and the maxinRf®value.

CNoo: CNo, RSS  NRSS | CNgps CNp, RSS  NRSS | CNo; CNy, RSS  NRSS
30 65 16.45 5.80 30 57 0.44 396 | 30 48 n.a. na.
35 67 2281 4.56 35 60 1.54 322 | 35 51 0.00 1.36
40 70 29.52 3.57 40 63 356 258 | 40 55 0.04 1.16
45 72 36.26 2.77 45 66 6.48 2.04 | 45 59 0.28 0.95
50 74 4274 213 50 69 10.18 1.58 | 50 63 0.87 0.76
55 76 48.57 1.60 55 72 1437 1.20 | 55 66 194 0.59
60 78 5331 117 60 74 1870 0.88 | 60 70 3.46 044
65 80 56.43 0.83 65 77 2268 0.62 | 65 73 529 0.32
70 82 57.28 0.55 70 80 25.72 042 | 70 77 7.16 0.22
75 85 55.09 0.34 75 83 27.09 0.26 | 75 80 8.66 0.14
80 87 49.05 0.19 80 86 26.00 0.14 | 80 84 9.26 0.08
85 90 38.53 0.09 85 89 2171 0.07 | 85 88 8.43 0.03
90 93 23.72 0.03 90 92 1405 0.02 | 90 92 583 0.01
95 96 7.62 0.00 95 96 469 0.00 | 95 96 2.05 0.00

Their relationships are:
1) CN(i=0.2) = 55.0268&0%058cN¢=001)  p2— 9 998
2) CN(=0.2) = 46.1398&0078cNE=005)  pa— () 996

3) CN(1=0.2) = 36.303&0105cN¢=0D)  Ra— (0 991
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