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ABSTRACT
typical geologic media. Indeed, typical media are very heteroge-
neous, so the calculation of Green’s functions requires numerical
Green’s functions for radar waves propagating in hetero-
methods, such as the finite-difference method or the finite-element
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geneous 2.5D media might be calculated in the frequency do-
main using a hybrid method. The model is defined in the Car-
tesian coordinate system, and its electromagnetic properties
might vary in the x- and z-directions, but not in the
y-direction. Wave propagation in the x- and z-directions is
simulated with the finite-difference method, and wave propa-
gation in the y-direction is simulated with an analytic func-
tion. The absorbing boundaries on the finite-difference grid
are perfectly matched layers that have been modified to make
them compatible with the hybrid method. The accuracy of
these numerical Green’s functions is assessed by comparing
them with independently calculated Green’s functions. For a
homogeneous model, the magnitude errors range from
�4.16% through 0.44%, and the phase errors range from
�0.06% through 4.86%. For a layered model, the magnitude
errors range from �2.60% through 2.06%, and the phase er-
rors range from �0.49% through 2.73%. These numerical
Green’s functions might be used for forward modeling and
full waveform inversion.

INTRODUCTION

AGreen’s function for a radar wave mathematically represents the
ave generated by an infinitesimal electric dipole. Green’s functions

re important because they might be used for full waveform inver-
ion �Pratt et al., 1998; Ellefsen et al., 2007� and forward modeling.
espite their utility, they have been formulated analytically for only
omogeneous, layered, and waveguide models �Tai, 1971; Chew,
990; Jin, 2002�. Such models rarely are suitable representations of
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ethod.
Recently, the frequency-domain, finite-difference method has

een used for forward modeling and inversion of electromagnetic in-
uction data with 3D models �Smith, 1996; Oristaglio and Spies,
999; Champagne et al., 2001; Weiss and Newman, 2002; Hou et al.,
006�. The frequencies of electromagnetic data typically are less
han 100 KHz, whereas the frequencies of radar data typically are
reater than 50 MHz.At these relatively high frequencies, the finite-
ifference grid must be dense to ensure that radar waves are simulat-
d accurately. Such a dense 3D grid would yield enormous models,
or which forward modeling and inversion of radar data would be
mpractical. Thus, the numerical methods developed for electro-

agnetic data generally are unsuitable for radar data.
To overcome this difficulty, we developed a hybrid method to cal-

ulate Green’s functions for radar waves in 2.5D heterogeneous
odels. Such a hybrid method has not been developed previously

or radar waves. The hybrid method uses the frequency-domain, fi-
ite-difference method to simulate wave propagation in two spatial
imensions and uses an analytic expression to simulate propagation
n the third spatial dimension. Thus, Green’s functions calculated for
.5D models equal Green’s functions calculated for equivalent 3D
odels. A significant advantage of this hybrid method is that the

.5D model is much smaller than an equivalent 3D model; thus, for-
ard modeling and inversion with the hybrid method are practical.
In this article, we present the hybrid method. A unique feature of

he method is the perfectly matched layers that account for complex
requency, making them compatible with the hybrid method. We test
he accuracy of Green’s functions by comparing them with indepen-
ently calculated Green’s functions for homogeneous and layered
odels, and we demonstrate how this hybrid method can be used for

orward modeling of crosswell radar data.
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METHOD

athematical model

In the model, locations are specified using a rectangular Cartesian
oordinate system whose x-axis is horizontal, z-axis is vertical, and
-axis is chosen to make the coordinate system right-handed. The
lectromagnetic properties of the model might depend upon fre-
uency, and the constitutive equations are linear. The electromagnet-
c properties might vary in the x- and z-directions, but not in the
-direction. Because the calculation of the Green’s functions can ac-
ount for propagation in the y-direction, the model is called 2.5D.

The transmitting antenna is an infinitesimal electric dipole that
ould have any orientation relative to the Cartesian coordinate sys-
em, and the receiving antenna records any of the three components
f the electric field. Although the transmitting and receiving anten-
as could be located anywhere within the model, they usually are
ear the x-z-plane.

alculating numerical Green’s functions

In the frequency domain, the two Maxwell’s equations that relate
he electric field E and magnetic field H are

� � E � ZH � �M �1a�

nd

� � H � YE � J , �1b�

here M is the magnetic current density in an infinitesimal magnetic
ipole, and J is the electric current density in an infinitesimal electric
ipole �Harrington, 1961, p. 19�. Variable Z equals �i��, where i is
�1, � is the angular frequency, and � is the magnetic permeability.
ariable Z has dimensions of impedance per length and is called im-
edivity by Harrington �1961, p. 19�. Variable Y equals �i ���

i� �, where � is the dielectric permittivity and � is the electrical
onductivity. Variable Y has dimensions of admittance per length
nd is called admittivity by Harrington �1961, p. 19�. In equations 1a
nd 1b, the harmonic time variation is exp�� i�t�, which is the com-
lex conjugate of that used by Harrington �1961, p. 15–19�.

To simulate radar waves generated by an electric dipole, the mag-
etic current density in equation 1a is assumed to be zero. The angu-
ar frequency is replaced by a complex angular frequency �c with
eal part �R and imaginary part �I; this complex angular frequency is
eeded to implement the discrete wavenumber method, which is dis-
ussed later. Then these two first-order differential equations are
ombined into a second-order differential equation:

� � � 1

Z
� � E� � YE � �J , �2�

hich is an inhomogeneous vector wave equation involving only the
lectric field. Although this equation lacks any explicit expression
or the magnetic field H, it completely describes the physics of a
ropagating radar wave �see, e.g., Stratton, 1941, p. 270�.

A spatial Fourier transform in the y-direction is applied to equa-
ion 2. In the transformed equation, the components of the electric
eld and the electric current density are represented by Ẽx, Ẽy, Ẽz and

x, J̃y, J̃z, respectively. These transformed components are now func-
ions of ky, which is the y-component of the wavenumber. The im-
licit assumption in this transformation is that wave propagation in
Downloaded 06 May 2009 to 136.177.21.88. Redistribution subject to 
he y-direction is simulated with the analytic expression exp�ikyy�.
he transformed equation 2 comprises three coupled differential
quations:

ky
2 1

Z
Ẽx �

�

� z
� 1

Z

� Ẽx

� z
� � YẼx � iky

1

Z

� Ẽy

�x
�

�

� z
� 1

Z

� Ẽz

�x
�

� �J̃x, �3a�

ky
�

�x
� 1

Z
Ẽx� �

�

�x
� 1

Z

� Ẽy

�x
� �

�

� z
� 1

Z

� Ẽy

� z
� � YẼy

� iky
�

� z
� 1

Z
Ẽz� � �J̃y , �3b�

nd

�

�x
� 1

Z

� Ẽx

� z
� � iky

1

Z

� Ẽy

� z
� ky

2 1

Z
Ẽz �

�

�x
� 1

Z

� Ẽz

�x
� � YẼz

� �J̃z. �3c�

These coupled equations are solved by the finite-difference meth-
d. To this end, the x-z-plane of the model is divided into many small
ells, within which the electromagnetic properties are constant. The
hree coupled equations are approximated by three difference equa-
ions �Appendix A�. Along the edges of the model, the three differ-
nce equations are modified so that simulated waves are not reflected
rom the edges. These absorbing boundaries are implemented as per-
ectly matched layers and are discussed later.

The difference equations for the entire model are combined into a
ystem of linear equations

Ag � j , �4�

here A is a sparse, square, complex-valued matrix, and g and j are
omplex-valued vectors. From equations 3a–3c, matrix A incorpo-
ates the impedivity, admittivity, wavenumber component ky, and fi-
ite-difference approximations of the derivatives. Matrix A is as-
embled from these quantities using standard procedures, which are
escribed in Champagne et al. �2001�, for example. Vector g incor-
orates the finite-difference approximations of the three compo-
ents Ẽx, Ẽy, and Ẽz at the grid points; likewise, vector j incorporates
he finite-difference approximations of the three components J̃x, J̃y,
nd J̃z at the grid points. The system of linear equations 4 is solved
or vector g.

Because the transmitting antenna is represented by an infinitesi-
al electric dipole, vector j is a discrete representation of a Dirac

elta function in space. Consequently, vector g is a numerical
reen’s function for the entire model at complex angular frequency

c and wavenumber component ky.
To understand how the numerical Green’s function in the spatial

y-domain is calculated, assume that the receiving antenna records
he x-component of the electric field resulting from an electric dipole
riented in the z direction. The element of vector g corresponding to
his component is G̃xz�x,ky,z,�c�, and this element is integrated over
:
y
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Green’s functions for radar waves J15
xz�x,y,z,�c� �
1

2�
�
��

�

G̃xz�x,ky,z,�c�eiky�y�yt�dky , �5�

here yt is the y-coordinate of the transmitting antenna. In practice,
he integral is computed via the discrete wavenumber method �Bou-
hon, 2003�, for which the angular frequency must be complex. The
iscrete wavenumber method essentially replaces the integral with a
ummation in which each term pertains to a different value of ky.
ence, for each term in the summation, G̃xz�x,ky,z,�c� is computed
y solving the system of linear equations 4. The implementation of
he discrete wavenumber method is described in Appendix B; this
mplementation exploits symmetry in the electric fields to halve the
mount of computation. The integral in equation 5 also might be
omputed with Gaussian-Legendre integration �Zhou and Green-
algh, 2006�.

erfectly matched layers

Recall that the absorbing boundaries are implemented as perfectly
atched layers. To be used with the hybrid method, these perfectly
atched layers must be adapted for complex angular frequency; this

daptation is described in this section. This section omits details re-
arding the implementation of perfectly matched layers because this
nformation is found elsewhere �Rappaport et al., 2000; Taflove and
agness, 2000, p. 285–348�.
Consider the boundary on the right side of the finite-difference

rid, which is normal to the x-direction. For this boundary, the coor-
inate x is replaced by a stretched coordinate x� via the equation

x� � x�1 � �1 � i
kxR

kxI
�a�x�� , �6�

here kxR and kxI are the real and imaginary parts of the wavenumber
n the x-direction. This complex wavenumber depends upon the
omplex angular frequency and the electromagnetic properties of
he medium. Function a�x� is nonnegative real and is described later.

To see the effect of the stretched coordinate, substitute equation 6
nto an exponential that describes wave propagation in the x-direc-
ion:

exp	i�kxR � ikxI�x�
 � exp	i�kxR � ikxI�x


� exp	� �kxI � kxR
2 /kxI�a�x�x
 .

�7�

he exponential on the left side of equation 7 is reexpressed using
he two exponentials on the right side. The first describes the change
n the amplitude and the phase resulting from propagation, but not
tretching. The second exponential describes the decrease in the am-
litude of the wave resulting from stretching. Thus, the only effect of
he stretching, and hence the only effect of the perfectly matched lay-
r, is to attenuate the wave in the x-direction.

A common choice for function a�x� is a simple polynomial �Taf-
ove and Hagness, 2000, p. 306�:

a�x� � am� x � xPML

T
�p

, �8�

here xPML is the x-coordinate at the beginning of the perfectly

atched layer; am is the maximum value of a�x�; p is a positive real i

Downloaded 06 May 2009 to 136.177.21.88. Redistribution subject to 
umber, usually between 3 and 4; and T is the thickness of the per-
ectly matched layer. Selecting a suitable value for am is described
ater. Equation 7 shows that the behavior of a�x� affects the attenua-
ion of the wave. When x � xPML �which corresponds to the begin-
ing of the perfectly matched layer�, a�x� equals 0, and hence the ad-
itional attenuation, which results from the perfectly matched layer
equation 7�, is 0. As x increases within the perfectly matched layer,
�x� increases, and hence the additional attenuation increases. When
� T � xPML �which corresponds to the outside edge of the perfect-

y matched layer�, a�x� equals its maximum value am, and hence the
dditional attenuation is maximal.

To select a suitable value for am, consider the reflection coefficient
or the perfectly matched layer. This reflection coefficient equals the
mplitude of a plane wave after it propagates through the layer, re-
ects from the outside edge of the layer, and then propagates through

he layer again into the main part of the finite-difference grid. �This
mplitude is normalized by the amplitude of the wave incident upon
he perfectly matched layer.� Using equation 7, this reflection coeffi-
ient can be readily derived:

R � exp�� 2�
xPML

xPML�T �kxI � �kxI �
kxR

2

kxI
�a�x��dx� .

�9�

fter assigning a suitable value for R �Taflove and Hagness, 2000, p.
07� and substituting equation 8 into equation 9, am is derived:

am � �
�p � 1��ln R � 2TkxI�

2T�kxI �
kxR

2

kxI
� . �10�

his formula is used to compute an optimal value for am, which is
sed subsequently in equation 8 and then equation 6 to compute the
oordinate stretching in the perfectly matched layer.

ACCURACY OF GREEN’S FUNCTIONS

omogeneous model

The accuracy of numerical Green’s functions is assessed first, us-
ng a homogeneous model. For this model, the electromagnetic
roperties are isotropic. The relative dielectric permittivity is 9.0,
he relative magnetic permeability is 1.0, and the electrical conduc-
ivity is 1.0 mS/m. The transmitting antenna is an infinitesimal elec-
ric dipole, which is oriented in the z-direction and is located at the
rigin of the coordinate system. The receiving antenna records the
-component of the electric field and is located at 4.0, �0.1, and
.1 m in the x-, y-, and z-directions, respectively.

In such a homogeneous model, the electromagnetic field has two
arts: a reactive, nonradiating part and a radiating part �Stratton,
941, p. 435–437; Balanis, 1989, p. 138�. The reactive part domi-
ates the radiating part when kr � 1, where k is the angular wave-
umber and r is the distance from the infinitesimal dipole; the vol-
me defined by this inequality is called the near field. Conversely,
he radiating part dominates the reactive part when kr � 1; the vol-
me defined by this inequality is called the far field. Here, the near
nd far fields are defined as the volumes for which kr � 0.1 and kr

10, respectively. Between the near and far fields is the volume de-
ned as the intermediate field, where the reactive and radiating parts
re significant. For this homogeneous model, the receiving antenna

s in the near field for frequencies less than 0.40 MHz, in the inter-

SEG license or copyright; see Terms of Use at http://segdl.org/
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ediate field for frequencies between 0.40 and 40 MHz, and in the
ar field for frequencies greater than 40 MHz �Figure 1a�.

Numerical Green’s functions are calculated between 0 and
50 MHz, at intervals of 3.333 MHz. The imaginary part of the fre-
uency is constant at 5 MHz, which is within the range suggested by
ouchon �2003�. The spacing for the finite-difference grid is 3.33
10�2 m, which is one-twentieth of the shortest wavelength. �Such
small spacing typically is used for finite-difference, time-domain

imulations with second-order accuracy in space �Taflove and Hag-
ess, 2000, p. 114–133��. Analytic Green’s functions are calculated
t the same complex frequencies using Schelkunoff vector poten-
ials, which are formulated in the frequency domain �Schelkunoff,
943, p. 126–133; Ward and Hohmann, 1987, p. 144–148�.

The magnitudes of the numerical Green’s functions appear simi-
ar to the magnitudes of the analytic Green’s functions, although
here are small differences as the frequency increases �Figure 1b�.
he errors are quantified via 100%� �mn � ma�/ma, where mn and

a are the magnitudes of the numerical and analytic Green’s func-
ions, respectively. The errors range from is �4.16% through 0.44%
Figure 1c�. From 0 through about 60 MHz, a range that includes the
ear, intermediate, and far fields, the errors appear weakly depen-

igure 1. Accuracy of the Green’s functions for the homogeneous m

16 Elle
b-e� Comparisons of numerical and analytic Green’s functions.

Downloaded 06 May 2009 to 136.177.21.88. Redistribution subject to 
ent on frequency. In contrast, above about 60 MHz, a range that in-
ludes only the far field, the errors become more negative as the fre-
uency increases, reaching their maximum negative value at
50 MHz. The error in this range results from numerical dispersion,
hich is inherent in the finite-difference method �Taflove and Hag-
ess, 2000, p. 109–123�.

The phases of the numerical Green’s functions appear similar to
he phases of the analytic Green’s functions, although there are small
ifferences as the frequency increases �Figure 1d�. The errors are
uantified via 100%� �pn � pa�/� , where pn and pa are the phases
alculated from the numerical and analytic Green’s functions, re-
pectively. The errors range from �0.06% through 4.86% �Figure
e�. From 0 through about 60 MHz, a range that includes the near-,
ntermediate, and far fields, the errors appear weakly dependent on
requency. In contrast, above about 60 MHz, a range that includes
nly the far field, the errors become more positive as the frequency
ncreases, reaching their maximum value at 150 MHz. Thus, the
rend in the errors for the phase is similar to the trend in the errors for
he magnitude, except for the algebraic sign. Again, the error in this
ange results from numerical dispersion.

� Frequencies associated with the near, intermediate, and far fields.

t al.
r
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Green’s functions for radar waves J17
Although the results in this section demonstrate only the accuracy
f Ez resulting from an electric dipole oriented in the z-direction, the
ccuracies of Ex and Ey resulting from the same dipole are similar.
ikewise, the accuracies of the three field components resulting

rom a dipole oriented in the x- or y-directions are similar.

ayered model

The accuracy of numerical Green’s functions is assessed further
sing a model with three layers: clay, saturated sand, and clay �Fig-
re 2�. The saturated sand is 1 m thick and is between the clay layers,

Rx
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igure 2. The layered model. Abbreviations Tx and Rx refer to the
ransmitting antenna and the receiving antenna, respectively.
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igure 3. Accuracy of the Green’s functions for the layered model. �a
Downloaded 06 May 2009 to 136.177.21.88. Redistribution subject to 
hich are half-spaces. The electromagnetic properties of the layers
re isotropic. For the saturated sand, the relative dielectric permittiv-
ty is 20, the relative magnetic permeability is 1.0, and the electrical
onductivity is 0.1 mS/m. For both clays, the relative dielectric per-
ittivity is 40, the relative magnetic permeability is 1.0, and the

lectrical conductivity is 500 mS/m. The transmitting antenna is an
nfinitesimal electric dipole, which is oriented in the z-direction and
s in the middle of the sand layer. The receiving antenna also is in the

iddle of the sand layer, but it is offset 1.0 m and �0.1 m in the x-
nd y-directions from the transmitting antenna. The receiving anten-
a records the z-component of the electric field.

In this layered model, the field that is recorded at the receiving an-
enna might be considered as having two parts: a wave in the saturat-
d sand that propagates directly from the transmitting to the receiv-
ng antenna, and waves that are multiply reflected from the upper and
ower sand-clay interfaces. The combination of the direct and multi-
ly reflected waves creates a guided wave — a wave whose propaga-
ion direction is guided by the layering itself �Ellefsen, 1999�.

Numerical Green’s functions are calculated between 0 and
00 MHz, at intervals of 12.5 MHz. The imaginary part of the fre-
uency is constant at 12.5 MHz. The spacing for the finite-differ-
nce grid is 1.0�10�2 m, which is about one-twentieth of the short-
st wavelength. Semianalytic Green’s functions are calculated at the
ame complex frequencies using a method based on cylindrical
aves �Ellefsen, 1999�.
The magnitudes of the numerical Green’s functions appear simi-

ar to magnitudes of the semianalytic Green’s functions �Figure 3a�.
he errors are quantified using percentages, just as they were for the
omogeneous model. The errors range from �2.60% through
.06% �Figure 3b�. The phases of the numerical Green’s functions
ppear similar to the phases of the analytic Green’s functions �Figure

150 200 250 300
uency (MHz)

150 200 250 300
uency (MHz)

150 200 250 300
uency (MHz)

150 200 250 300
uency (MHz)

on Numerical Green’s function

parisons of numerical and semianalytic Green’s functions.
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’s functi
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c�. Again, the errors are quantified using percentages, just as they
ere for the homogeneous model. The errors range from �0.49%

hrough 2.73% �Figure 3d�.

FORWARD MODELING OF CROSSWELL
RADAR DATA

Crosswell radar data were collected near Mirror Lake, which is in
entral New Hampshire in the United States. The bedrock consists of
pelitic schist that was first fractured and intruded by granite, then
y pegmatite, and finally by diabase �Barton, 1997; Burton et al.,
999�. The bedrock is completely within the saturated zone. The two
oreholes pertinent to this modeling study are about 25 m apart and
re deviated as much as 6.7 m from the vertical.

The crosswell radar data were collected with a radar system built
y personnel at the U. S. Geological Survey. The transmitting anten-
a was an electric dipole with resistive loading and was 1.01 m long.
he receiving antenna also was an electric dipole with resistive load-

ng and was 1.95 m long. The housings for both antennas included
etal components such as battery packs.
For the data set used in this modeling study, the transmitting an-

enna was stationary at a depth of 61 m in the borehole indicated on
he left side of Figure 4a. The receiving antenna moved along the
orehole indicated on the right side of Figure 4a; traces were record-
d at 37 depths between 21 and 75 m �Figure 4b and c�. This group of
races is called a common-source gather. The prominent event in the
ather corresponds to a wave that propagated directly through the
edrock, from the transmitting antenna to the receiving antenna. The
requencies with high amplitudes range from about 8 through
2 MHz, and the frequency with the highest amplitude is about
7 MHz. The shape of the wavelet changes markedly with depth be-
ause the metal parts on the antenna housings affected the radar
aves �Ellefsen and Wright, 2005�. The traces were recorded with a

ample interval of 1 ns.
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igure 4. �a� Tomogram of the bedrock showing its relative dielectric
ations of the antennas pertain to the common-source gather shown in
erved and calculated gathers, plotted with actual amplitudes. �c� Ob
d gathers, plotted with normalized amplitudes.
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To process the traces in this gather, as well as in all other gathers,
he traveltimes were picked and used to estimate the velocities with
raveltime tomography, for which the algorithm is described in
llefsen et al. �1998�. The estimated velocity V was recast as relative
ielectric permittivity �r via the relation �r  �c/V�2, where c is the
elocity of light in a vacuum. The estimated, relative permittivities
re shown as a tomogram in Figure 4a. This tomogram pertains to
nly bedrock; its upper edge is near the interface between the bed-
ock and the overlying glacial drift. The relative permittivity gener-
lly decreases as the depth increases; this trend is attributed to the
oncomitant decrease in the concentration of water-filled fractures
Johnson and Dunstan, 1998, p. 33�.

For the forward modeling, the relative dielectric permittivities
ere chosen to be those estimated with tomography �Figure 4a�. All

elative magnetic permeabilities were set to one, which is suitable
or many rocks �e.g., Lindsley et al., 1966�.All electrical conductivi-
ies were set to 1 mS/m because, in another well about 20 m away,
he conductivity measured by induction logging ranged between 1
nd 2 mS/m �Palliet, 1999�. The transmitting antenna was repre-
ented by a vertical, infinitesimal electric dipole. Using these model
arameters, numerical Green’s functions were calculated for the ver-
ical component of the electric field, which represented the signal at
he receiving antenna. These Green’s functions then were used to
alculate traces using the method described in Appendix C. An im-
ortant parameter in this method is the current density on the electric
ipole that represents the transmitting antenna; this current density
as chosen to be an exponentially damped sinusoid �Tsang and
ader, 1979� because it yielded a reasonable match between the cal-
ulated and the observed traces.

The match can be quantified with the relative error �xc

xo�2/�xo�2, where xc is a vector containing all calculated traces
rom the gather, xo is a vector containing all observed traces from the
ather, and � · �2 indicates the 2-norm; this relative error could be con-
idered as a relative root-mean-square error. If the relative error is 0,
hen the match between the calculated and the observed traces is per-

fect. Increasing values of the relative error quan-
tify increasing mismatch. The relative error is
0.72 for the traces in Figure 4b.

The calculated and the observed traces for the
gather are shown in Figure 4b and c. Figure 4b
shows that the changes in amplitude as a function
of depth are the same in the calculated and the ob-
served traces. Figure 4c shows that the travel-
times are the same in the calculated and the ob-
served traces. Figure 4c also shows that, at depths
between 45 and 65 m, the wavelets in the calcu-
lated and the observed traces generally are simi-
lar. However, at depths less than 45 m and greater
than 65 m, the wavelets differ somewhat because
of the previously discussed distortion of the radar
wave by metal parts in the antenna housings.

DISCUSSION

Comparison with related methods

The hybrid method uses the finite-difference,
frequency-domain method to simulate wave
propagation in two spatial dimensions and uses
the analytic expression exp�ikyy� to simulate

Observed trace
Calculated trace

400 600

e (ns)

tivity. The lo-
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ave propagation in the third dimension. This mathematical meth-
dology has been used previously in at least two other applications:
llers et al. �1994� developed a method to calculate electrical poten-

ial in heterogeneous 2.5D media �using very low frequencies�, and
ong and Williamson �1995� developed a method to simulate acous-

ic waves in heterogeneous 2.5D media. In both cases, the field equa-
ions and boundary conditions are completely different from those
or radar waves, so the implementations are completely different.

mplementation and usage

The integration in equation 5 might be considered as occurring in
complex plane representing a complex ky. One coordinate axis in

he plane represents the real part of ky, and the other axis represents
he imaginary part of ky. The integration itself occurs along the axis
or the real part of ky. Contributions to the integral are made by poles
nd singularities within the complex plane, which are offset from the
xis for the real part of ky because of the imaginary part of the fre-
uency. If the imaginary part is too small, the offset is small. Then
he poles and singularities complicate the integrand, making the nu-

erical integration inaccurate. In our experience, the inaccuracies
re greatest at low frequencies �e.g., typically less than about
MHz�. Bouchon �2003� suggests a suitable range of the imaginary

art of the frequency; in our experience, values from this range avoid
he aforementioned problem.

In practice, Green’s functions usually are calculated for many dif-
erent locations of the transmitting antenna. Consequently, the sys-
em of linear equations 4 must be solved for many different vectors j,
ach of which represent a transmitting antenna. Because matrix A is
he same for all of these solutions, an efficient procedure to calculate
hese solutions is to factor matrix A using LU decomposition
Strang, 1988, p. 31–39�. Then, the factored matrix and each j are
sed to rapidly solve for vector g. The computer resources that are
eeded for every solution are relatively small compared with the re-
ources that are needed for the initial factorization.

If dielectric permittivity, magnetic permeability, or electrical con-
uctivity depends upon frequency, new values for these properties
an be calculated for each frequency. These new values are used to
alculate admittivity and impedivity, which are used in the system of
inear equations 4.

To simulate electromagnetic waves generated by a magnetic di-
ole, the electric current density in equation 1b is assumed to be
ero. Then the two first-order differential equations 1a and 1b are
ombined into one second-order differential equation:

� � � 1

Y
� � H� � ZH � �JM , �11�

hich is an inhomogeneous vector wave equation involving only the
agnetic field. The mathematical form of this equation is identical to

hat of equation 2, meaning the equations are duals of each other
Harrington, 1961, p. 98�. Because of the identical forms, the proce-
ures used to solve equation 2 also might be used to solve equation
1. Moreover, the computer code used to solve equation 2 also might
e used to solve equation 11; only the variables must be interchanged
ystematically.

uture research

The partial differential equations 3a-c were implemented as fi-
ite-difference equations �6a-c in Appendix A� that have second-or-
Downloaded 06 May 2009 to 136.177.21.88. Redistribution subject to 
er accuracy in space. With these difference equations, about twenty
rid points per wavelength are needed to accurately simulate electro-
agnetic waves �Taflove and Hagness, 2000, p. 114–133�. Such a

arge number of grid points makes the size of matrix A �equation 4�
arge and thereby increases the time and computer resources needed
o calculate Green’s functions.

Future research should focus on reducing of the size of matrix A.
ne idea is to implement the finite-difference equations using

ourth-order accuracy in space because such finite difference equa-
ions require significantly fewer grid points to accurately simulate
lectromagnetic waves �Taflove and Hagness, 2000, p. 143–149�.
nother idea is to implement the finite-difference equations using

onvolutional differentiators �Zhou et al., 1993 �. For both ideas, the
ize of matrix A �equation 4� will be smaller, but the number of off-
iagonal elements in matrix A will be larger. The research will deter-
ine which idea, if any, yields the greatest decrease in time and com-

uter resources.

CONCLUSIONS

We have developed a new method to calculate Green’s functions
or radar waves propagating in heterogeneous 2.5D media. The
ethod is a hybrid: it uses the frequency-domain, finite-difference
ethod to simulate waves in two dimensions and uses an analytic

xpression to simulate waves in the third dimension. An important
dvantage of this hybrid method is that it can account for complex
eology that is encountered during many radar surveys, without re-
orting to 3D models that require significant computer resources. We
dapted perfectly matched layers to account for complex angular
requency, making them compatible with this hybrid method; these
erfectly matched layers are important because they generate signif-
cantly smaller reflections than other types of absorbing boundaries.
he Green’s functions calculated with the hybrid method are accu-

ate, which was established with tests using a homogeneous model
nd a layered model.

An important application of this hybrid method is forward model-
ng of radar data; this application was demonstrated for crosswell ra-
ar data. An even more important application of this hybrid method
s frequency-domain waveform inversion, for which Green’s func-
ions are needed to calculate updates to the model.
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APPENDIX A

FINITE-DIFFERENCE EQUATIONS

In Appendix A, the finite-difference equations corresponding to
quation 3a–3c are presented.

The x-z-plane is divided into rectangular cells; within each cell,
he admittivity Y and the impedivity Z are constant �Figure A-1�. All
ells have the same width 
x and the same height 
z; usually 
x
quals 
z. A cell, its admittivity, and its impedivity are referenced
ia two indices: index i pertains to the x-direction, and index j per-
ains to the z-direction.

The three components of the electric field within a cell are con-
tant and are represented by ẽx, ẽy, and ẽz. Likewise, the three compo-
ents of the current density within a cell are constant and are repre-
ented by j̃x, j̃y, and j̃z. The locations of these components are shown
n Figure A-1. Components ẽx and j̃x are collocated, ẽy and j̃y are col-
ocated, and ẽz and j̃z are collocated.

The finite-difference equations are easier to write using the fol-
owing five quantities:

A �
1

2
� 1

Zi,j
�

1

Zi,j�1
� , �A-1�

B �
1

2
� 1

Zi,j�1
�

1

Zi,j
� , �A-2�

C �
1

2
� 1

Zi�1,j
�

1

Zi�1,j�1
� , �A-3�

i
x

z

i+1i-1

j

j+1

j-1

�x, jx
�y, jy

�z, jz
Edge of cell

Explanation

igure A-1. Cells in the finite-difference grid. Each cell is referenced
ith indices i and j. Associated with each cell are three components

f the electric field and three components of the current density.

Downloaded 06 May 2009 to 136.177.21.88. Redistribution subject to 
D �
1

4
� 1

Zi�1,j�1
�

1

Zi�1,j
�

1

Zi,j�1
�

1

Zi,j
� ,

�A-4�

F �
1

4
� 1

Zi�1,j
�

1

Zi�1,j�1
�

1

Zi,j
�

1

Zi,j�1
� ,

�A-5�

he spatial derivatives in equations 3a-c are approximated with cen-
ered finite-differences. With this approximation and the quantities
efined in equations A-1 through A-5, the difference equation corre-
ponding to equation 3a is

B
1


x
z
ẽz�i�1,j�1 � iky

1

Zi,j
x
ẽy�i�1,j � A

1


x
z
ẽz�i�1,j

� B
1


z2 ẽx�i,j�1 � B
1


x
z
ẽz�i,j�1 � �Yi,j � �B

� A�
1


z2 � ky
2 1

Zi,j
�ẽx�i,j � iky

1

Zi,j
x
ẽy�i,j

� A
1


x
z
ẽz�i,j � A

1


z2 ẽx�i,j�1 � �j̃x�i,j . �A-6a�

he difference equation corresponding to equation 3b is

�
1

Zi,j
x2 ẽy�i�1,j � F
1


z2 ẽy�i,j�1 � ikyF
1


z
ẽz�i,j�1

� iky
1

Zi,j
x
ẽx�i,j � �1

2
�Yi�1,j � Yi,j� � �D

� F�
1


z2 � � 1

Zi,j
�

1

Zi�1,j
� 1


x2�ẽy�i,j

� ikyD
1


z
ẽz�i,j � D

1


z2 ẽy�i,j�1 � iky
1

Zi�1,j
x
ẽx�i�1,j

�
1

Zi�1,j
x2 ẽy�i�1,j � � j̃y�i,j . �A-6b�

he difference equation corresponding to equation 3c is

�A
1


x2 ẽz�i�1,j � A
1


x
z
ẽx�i,j � ikyD

1


z
ẽy�i,j

� �1

4
�Yi�1,j�1 � Yi�1,j � Yi,j�1 � Yi,j� � ky

2D

� �A � C�
1


x2�ẽz�i,j � A
1


x
z
ẽx�i,j�1

� ikyD
1


z
ẽy�i,j�1 � C

1


x
z
ẽx�i�1,j � C

1


x2 ẽz�i�1,j

� C
1

ẽ � � j̃ . �A-6c�


x
z x�i�1,j�1 z�i,j
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APPENDIX B

IMPLEMENTATION OF THE DISCRETE
WAVENUMBER METHOD

This appendix describes how the discrete wavenumber method is
mplemented to solve the integral in equation 5. This implementa-
ion exploits the symmetry in the electric fields to halve the amount
f computation.

Asimplified form of equation 5 is

G�y� �
1

2�
�
��

�

G̃�ky�eikyydky , �B-1�

here G�y� represents any component of the Green’s function, and
˜ �ky� represents its spatial Fourier transform. Using the discrete

avenumber method, this integral is replaced by a summation:

G�y� �
1

L
�

n��N

N

G̃�kn�eikny . �B-2�

ariable L is a distance, and its reciprocal is the integration interval.
ariable n is an integer index, and variable N is the largest value of

his index. Variable kn is the y-component of the wavenumber and
quals 2�n/L. Criteria for selecting suitable values for L and for the
maginary part of the complex angular frequency are found in Bou-
hon �2003�.

Because the model is symmetrical with respect to the x-z plane,
he kernel G̃�kn� also is symmetrical. The symmetry depends upon
he orientations of the transmitting antenna and the component of the
lectric field �Table B-1�. Either the symmetry is even, meaning that

˜ �kn� � G̃�� kn�, or the symmetry is odd, meaning that G̃�kn��

G̃�� kn�. When the symmetry is even, the summation in equation
-2 reduces to

G�y� �
1

L�G̃�0� � 2 �
n�1

N

G̃�kn�cos�kny�� . �B-3�

hen the symmetry is odd, the summation reduces to

G�y� �
1

L
�2i �

n�1

N

G̃�kn�sin�kny�� . �B-4�

his formula lacks the term G̃�0�, because it is zero. By this account-
ng for symmetry, the amount of computation is halved.

The summations in equations B-3 and B-4 are continued until
wo criteria are satisfied:

able B-1. Symmetry of the kernel G̃„kn… in equation B-2.

rientation of the
ransmitting antenna

Component of the electric field E

x y z

x even odd even

y odd even odd

z even odd even
Downloaded 06 May 2009 to 136.177.21.88. Redistribution subject to 
kn 	 �Rsm �B-5�

nd

�G̃�kn��
�G�y��

� � . �B-6�

ariable sm is the maximum slowness of the medium �or another suit-
bly large slowness�, and � is a small value, usually between 0.005
nd 0.010. The second criterion �equation B-6� is especially impor-
ant at low frequencies, at which evanescent waves contribute signif-
cantly to the electric field.

APPENDIX C

CALCULATION OF RADAR TRACES

To calculate radar traces, assume that the receiving antenna
ecords the x-component of the electric field resulting from an elec-
ric dipole oriented in the z-direction. The temporal variation of the
urrent density on the transmitting antenna is s�t�, and its complex
ourier transform is S��c�. The product of S��c� and the numerical
reen’s function from equation 5 is transformed from the complex

requency domain to the time domain via

Ex�x,y,z,t� �
e�It

2�
�
��

�

d�Re�i�RtS��c�Gxz�x,y,z,�c� ,

�C-1�

here Ex�x,y,z,t� is the component recorded by the receiving anten-
a. The integration is performed with a fast Fourier transform, and
he subsequent multiplication by exp��It� removes the effect of the
maginary part of the complex angular frequency. Complex Fourier
ransforms such as equation C-1are affected by nonuniqueness if the
egion of convergence of the transform is not specified �Lathi, 1965,
. 167–168�; in this case, the region of convergence is t	0, which
eans that both s�t� and Ex�x,y,z,t� are 0 for t�0.
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