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System for Precise Control of Volumetric Flow Rate
during Sampling with a Cascade Impactor

Polina Borgoul Maciejczyk, Christopher Kidwell, and J. M. Ondov
Department of Chemistry and Biochemistry, University of Maryland, College Park, Maryland

Calculations were made with ef� ciency curves developed for
the micro-ori� ce impactor (MOI) to estimate errors in mass col-
lected on individual stages due to � uctuations in the � ow rate dur-
ing sampling of submicrometer particles. The sizes of these er-
rors depend on the size distribution of the sampled aerosol and
the level of � ow rate � uctuation. For a log-normally distributed
particle population, mass errors due to � ow rate � uctuations were
bimodally distributed about stages with cutpoints near the aerosol
Mass Median Aerodynamic Diameter (MMAD). The largest errors
occurred uniformly on the stage with the smallest cutpoint (here,
0.059 ¹m). These errors were asymmetric with respect to sign,
which leads to a net error for a randomly � uctuating � ow rate. In
general, mass errors increased with decreasing geometric standard
deviation (¾g) and were substantially greater for populations with
0.5 ¹m MMADs than for those with 0.2 ¹m MMADs. The largest
net errors for the former were 4, 110, and 560% for ¾g of 1.2 and
� ow rate � uctuations of §1, §5, and §10%, respectively, but de-
creased to 0.03, 0.9, and 4%, respectively, for a ¾g of 1.9. Flow
rate � uctuations, therefore, lead to a positive bias in the geometric
standard deviation inferred from the measured masses and reduce
the user’s ability to interpret differences in size distributions. To
minimize these effects, we developed and tested a system for con-
trolling the volumetric sampling rate through a MOI at 30 LPM
with a precision of 0.06% (600 ms averaging; 0.67% for 5 ms av-
eraging), a level of precision that allows for accurate relative cali-
bration between � ow systems and for which errors from � ow rate
� uctuations are reduced to <1%, even for a very narrow aerosol
(¾g 1.2). Mass errors for an uncontrolled � eld test were as large as
¡60%, but these were reduced to <0.22% in a comparable con-
trolled � eld test. In two replicate tests of the system, agreements
between stage masses collected on MOI stage 7 (D50 = 0.173 ¹m)
of two simultaneously operated � ow-controlled impactors sampling
0.2 ¹m diameter monodisperse test particles were 0.997 and 0.996,
although differences as large as 4% were observed for some stages.
The system is suitable for use with standard “Federal Reference
Method” samplers.
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INTRODUCTION
Cascade impactors have been widely used for more than

55 years for aerodynamic sizing (May 1945) and to provide
size-segregated particulate samples for gravimetric, chemical,
and various physical (e.g., surface area) analyses. In addition to
permitting determination of size distributions of aerosol proper-
ties, impactor measurements are used in combination with other
measurements to infer size-dependent aerosol behavior, e.g., de-
position velocities (Lin et al. 1994; Caffrey et al. 1998; Hoff
et al. 1998). Changes in size distributions of mass and various
constituent species have been used to infer temporal characteris-
tics (Annegarn 1983), particle deposition gradients (Paode et al.
1998), atmospheric growth laws (Hering and Friedlander 1982;
McMurry and Wilson 1983), hygroscopic growth (Ahlberg and
Winchester 1978; Koutrakis et al. 1989; Divita et al. 1995;
Divita et al. 1996; Hitzenberger et al. 1997), and atmospheric
transformations and secondary aerosol formation processes
(McMurry and Wilson 1983; John et al. 1990; Venkataraman and
Friedlander 1994; Berner et al. 1996). The sensitivity to which
such information can be inferred, however, depends on the abil-
ity to accurately determine changes in mass observed on the
various impactor stages and, thus, on noise and bias errors in
sampling and on measurement uncertainties. Bias errors arise
from cross sensitivity (Natusch and Wallace 1976); i.e., depar-
ture from ideal collection ef� ciency curves for each stage, par-
ticle bounce and reentrainment (Dzubay et al. 1976; Rao and
Whitby 1978; Nurtan et al. 1978; Ondov et al. 1978), wall losses
(Cushing et al. 1979), and, as described below, � uctuations in
the � ow rate during sampling.

For a well-calibrated impactor, cross sensitivity effects are re-
duced through the use of inversion algorithms that include func-
tions for the ef� ciency curves of the various stages (Raabe 1978;
Dzubay and Hasan 1990; Wolfenbarger and Seinfeld 1990). Par-
ticle bounce and reentrainment is reduced by coating impaction
stages, especially those used to collect hard, dry particles such as
mineral dust present in supermicrometer atmospheric particles;
by minimizing the particle velocity required for inertial sepa-
ration (Kuhlmey et al. 1981); and by the use of rotating stages
(Marple et al. 1981).
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398 P. B. MACIEJCZYK ET AL.

In impactors, both the aerodynamic diameter of the parti-
cle collected with an ef� ciency of 50% (D50) and the shape of
the particle collection ef� ciency curve depend on the velocity
to which particles are accelerated and thus the volumetric sam-
pling � ow rate. Clearly, any changes in the � ow rate experienced
during sampling will broaden the range of particles collected on
each stage and reduce the discriminating power of the mea-
surement. But as discussed by Fegley and Ensor (1975), even
random � uctuations in the volumetric � ow rate will cause broad-
ening and loss of discriminating power, as they lead to errors
in the mass collected. Errors in mass collected on an impactor
stage arising from � ow rate � uctuations should be especially im-
portant for stages for which mass is asymmetrically distributed
about the adjacent stages, e.g., in the “wings” of a lognormal
distribution. In such a case, more mass would be deposited on
the center stage when the � ow rate shifts in one direction than
would be deposited for the opposite direction.

Herein, we discuss error derived from � uctuations in the � ow
rate during sampling with a micro-ori� ce impactor (MOI), a
popular, moderate � ow rate impactor, in which jet velocities
and pressure drops are kept low through the use of numerous
small jets and for which wall losses and calibration curves have
been well characterized (Marple et al. 1991). In addition we
describe a system for controlling the sampling rate through a
10 stage MOI at 30 LPM with a precision of 0.06–0.14% in
laboratory and � eld tests, respectively. Model results for a range
of positive and negative deviations are given to de� ne the extent
of � uctuation errors. Then calculations are presented for actual
uncontrolled and controlled � ow rate tests with the MOI.

METHODS AND RESULTS

Error from Flow Rate Fluctuations
Errors associated with � uctuations in the volumetric � ow

rate were computed as the differences between the mass frac-
tions (Mi ) of various aerosol populations collected on individual
stages of a 9 stage MOI for which ef� ciency curves were calcu-

Table 1
Stage D50s, ef� ciency curve parameters, and stokes numbers for MOI calculations

Stage no. 0 1 2 3 4 5 6 7 8 Filter

D1
50 , ¹m 17.5 3.15 1.74 0.98 0.56 0.29 0.175 0.098 0.059 0.28

Slope 6 23 22 22 21 11 11 7.5 4.7 100
Skew 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0201 0.0001
"max 1 1 1 1 1 1 1 1 1 1
"min 0.005 0.002 0.01 0.012 0.005 0.002 0 0 0 1
(
p

Stk50)1=2 0.422 0.528 0.508 0.556 0.559 0.469 0.621 0.576 0.569 1

1From � t to calibration data of Marple et al. (1991) using equation of Dzubay and Hasan (1990).
2Calculated from Equation (2) using D50s of Marple et al. (1991) determined at 30 L min¡1 .
3Single-stage pressure drop, measured by Marple (1998).
4Stokes Number for particle collected with an ef� ciency of 50%.

lated at a target (30 L min¡1) and perturbed � ow rates of §0.06,
0.5, 1, 5, and 10%. Additional calculations were made with the
actual � ow rate data described below. Test aerosol inputs for the
simulations included a series of populations generated with a
log-normal distribution function (LNDF), f j , i.e.,

f j D
1

ln ¾g mmad
p

2¼
exp¡ 1

2 ( ln dp¡ln mmad
ln ¾g

)2
; [1]

where f j is the LNDF for the j th aerosol particle population,
dp is aerodynamic particle diameter, and ¾g and mmad are the
geometric standard deviation and mass median aerodynamic di-
ameter of the distribution function written in terms of the linear
size interval. Calculations were made for unimodal distributions
with mmads of 0.2 and 0.5 ¹m: the former with ¾gs of 1.2 and
1.45, the latter with ¾gs of 1.2, 1.45, and 1.9. These are repre-
sentative of fresh accumulation aerosol from controlled sources
and aged accumulation aerosol bearing secondary mass (Ondov
and Wexler 1998).

Collection ef� ciency data suitable for individual stages (i ,
where i D 0 for the inlet stage, see Table 1) of each of the im-
pactors were obtained from the University of Minnesota (Marple
et al. 1991) and were � t with the sigmoidal function, "i;dp, of
Hasan and Dzubay (1987). Parameters used to describe the im-
pactor ef� ciency curves used, herein, are reported by Ondov and
Divita (1993) and are listed in Table 1. These parameters include
the D50, minimum ("min) and maximum ("max) ef� ciencies, slope
(S), and skew (SK) as de� ned by (Hasan and Dzubay 1987)

"i;dp D "maxi

Á
"mini C

(1 ¡ "mini )

1 C
¡ d50;i

dp i

¢B

!
; [2a]

where

B D S ¢
³

1 C SK ¢
³

dpi ¡ d50;i

d50;i

´´
: [2b]
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FLOW CONTROL IN CASCADE IMPACTOR 399

According to Marple (1998), the shapes of the ef� ciency
curves for individual stages remain unchanged, for small per-
turbations in Q and hence D50 .

The stage D50s are calculated for the desired � ow rate ac-
cording to

D50i D

s
Stk50i 9¼ Ni ´D3

jet;i

4½p QCci

; [3]

where for each of the n stages, Stk50, Cc, and ½p are the Stokes
number, slip correction, and density of the particle collected with
50% ef� ciency; N is the number of jets; ´ is the absolute gas
viscosity; and Djet is the jet diameter for the stage; and Q is the
volumetric � ow rate through the impactor (Marple and Willeke
1976). In calculating Cci s, we assume that the pressure in each
impaction region is the stagnation pressure of the stage above,
as suggested by Flagan (1982).

The static pressures (P̂i ) were calculated for each stage us-
ing the dynamic pressure (P H

i D 1/2 ½g V 2
jeti

, where Vjeti is the
gas velocity in the jets of stage i ) and the measured barometric
pressure (Patmos) according to

P̂i D Patmos ¡
nX

i D 0

P H

i : [4]

To adjust for differences in static pressures calculated with
Equation (4) and actual static pressure measurements (Marple
et al. 1991) when calculating stage pressures associated with
� ow rate � uctuations, the measured static stage pressures were
regressed against those calculated with Equation (4) with a 4th
order polynomial function. The resulting equation gives what
we de� ne as “measurement corrected” static pressures ( P̂¤

i ):

P̂¤
i D 104:9 ¡ 505:5P̂ i C 896:9 P̂2

i ¡ 994:7P̂3
i C 199:4P̂4

i :

[5]

In Equation (5) both P̂i and P̂¤
i are expressed in units of

atmospheres.
Values of the Stk50 used in our calculations were computed

from the corresponding D50s, Djets, and Ns, published by
Marple et al. (1991), and the calculated Ccs for the reference
� ow rate (30 L min¡1).

The mass, Mi , collected on impactor stage i is given as
follows:

Mi D
500X

k D 1

Mk ¢ "k;i for stage 0 [6a]

and

Mi D
500X

k D 1

"
Mk ¡

i D i¡1X

i D 0

Mi

#
¢ "k;i for stages (i ) 1–9; [6b]

where integrations are over k D 500 values of dp for each stage.

Sample results of the calculations are shown in Figure 1,
where we plot the mass collected on each stage at both positive
and negative deviations relative to the mass collected at precisely
30 L min¡1 (true mass) for each stage. As indicated, results are
shown for C and ¡ deviations of 0.06, 0.5, 1, 5, and 10% of
the reference � ow rate (30 L min¡1) for an input aerosol with
MMAD of 0.5 ¹m and ¾gs of 1.2, 1.45, and 1.9. As indicated in
Figure 1, deviations in mass collected on the various stages were
signi� cantly asymmetric with respect to positive and negative
deviations in � ow rates between 1 and 10% for each of the test
distributions, leading to a net mass error even for randomly � uc-
tuating � ow rates. Net mass errors, determined as the difference
between masses collected at the positive and negative � ow rate
perturbations of the same amount, are listed in Table 2 for each
stage and for each of the � ow rate perturbations. In addition,
Table 2 contains mass errors for input distributions with an
MMAD of 0.2 ¹m and ¾gs of 1.2, 1.45, and 1.9, i.e., distribu-
tions not shown in Figure 1. As indicated in Table 1, the net error
in the observed stage masses derived from � ow rate � uctuations
can be quite substantial, i.e., up to several hundred percent.

For unimodal test aerosol distributions with MMAD of
0.5 ¹m, the mass ratios peaked on the � rst stage with D50 >

0.5 ¹m and then tailed off to 1 in either 1 or 2 stages with succes-
sively larger D50s, depending on ¾g (see Figure 1). As described
above, this is the expected result of the shift in D50 caused by the
perturbation in � ow rate. For D50 less than the MMAD of the
test aerosol, the ratios increased monotonically with decreasing
D50 and were largest for the backup � lter. The pattern of this
behavior was similar for the unimodal 0.2 ¹m MMAD aerosol
cases with the same ¾gs (i.e., 1.2 and 1.45). However, when the
test distribution was broadened to a ¾g of 1.9, enough mass was
then collected on the 1st and 2nd stages such that mass devia-
tions for the different � ow rate perturbations could be observed
on these stages as well (see Figure 1).

As indicated in Table 2, the net mass error was smaller for
larger values of ¾g , i.e., for broader peaks, and for smaller
� ow rate � uctuations. Surprisingly, mass errors were larger for
MMADs of 0.5 ¹m than for MMADs of 0.2 ¹m. As indi-
cated in these tables, the net mass errors were ·1% when � ow
rate � uctuations were ·1% for all but the most narrow aerosol
¾g , i.e., that of 1.2. From Table 2, it is apparent that � ow rate
� uctuations would need to be controlled to <0.5% to achieve
the 1% net mass error for the most narrow test aerosol. Such
narrow distributions have been observed in-stack and in the am-
bient plume of municipal incinerators (Ondov and Wexler 1998)
and may be a common feature of high-temperature combustion
sources in which particle growth is dominated by condensation
(Biswas et al. 1992).

System for Precision Volumetric Control
The volumetric � ow control system consists of a high-

precision mass-� ow meter (Hastings Instruments, Model HFM
201), proportional control valve (Sierra Instruments, Inc.,
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400 P. B. MACIEJCZYK ET AL.

Figure 1. Ratio of mass at perturbed � ow rate to mass collected at 30 L min¡1 for particles with MMAD of 0.5 ¹m and ¾gs of
1.2, 1.45, and 1.9.

Model 850- L-VO), and microdata logger/computer (Campbell
Scienti� c, Inc., Model CR23X). A capacitance barometer (§0.5
mb precision, Vaisala) and temperature probe (§0.2±C, Camp-
bell Scienti� c, Inc., Model HMP45C-L11) with a solar radiation
shield are used to measure ambient pressure and temperature
near the sampler inlet (Figure 2). The mass � ow rate is cor-
rected to ambient temperature and pressure in software and an
appropriate control signal is generated. The control signal is am-

pli� ed with a separate precision linear ampli� er, designed and
built at the University of Maryland, to drive the proportional
control valve. The program interrogates the sensors and calcu-
lates a new valve setting every 2 s, based on a valve response
factor of 10 mV/L min¡1. Two systems were constructed.

Performance of the system was observed for several hours
in the laboratory and in � eld sampling, during which time ac-
tual � ow rates were monitored every 2 s and 1 min averages
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Figure 2. Components of the high-precision � ow control system.

were recorded. Results are shown in Figure 3, where we plot con-
trolled and uncontrolled actual volumetric � ow rates versus sam-
pling time. Although the pumps used in this study are designed
to displace a constant volume of air per unit time, the mass of air
displaced changes as the pump heats up or cools, i.e., processes
that are affected by ambient temperature and other factors af-
fecting heat transfer, and the volumetric � ow rate drawn through

Figure 3. Comparison of � ow rates achieved during tests with and without the high-precision � ow control system show excellent
� ow rate regulation.

the impactor changes accordingly. Changes in ambient pressure
can change the leak rate of the pumps; however, this is likely
a negligible effect, except perhaps at high altitudes. During the
laboratory tests, barometric pressure and temperature changed
little, i.e., ¡0.12% and 0.13%, and ¡0.92% and ¡0.2% in
both uncontrolled and controlled tests, respectively. During � eld
sampling, variations in barometric pressure and temperature



D
ow

nl
oa

de
d 

A
t: 

16
:2

1 
20

 J
ul

y 
20

07
 

FLOW CONTROL IN CASCADE IMPACTOR 403

were somewhat greater than this (i.e., ¡0.46% and ¡0.22%;
and ¡4.9% and ¡2.6% for uncontrolled and controlled tests,
respectively). During the controlled (2 h) laboratory test, the ac-
tual volumetric � ow rate was maintained at an average of 30.0 §
0.02 L min¡1. The � ow rate � uctuation (expressed as one
standard deviation of the mean) was thus §0.06%, whereas the
� ow rate declined steadily during the uncontrolled laboratory
test and the average � ow rate was 29.73 § 0.15 L min¡1, i.e., a
variation of §0.51% from the mean and a total change in � ow
rate of 1.7%. In the 5 h � eld test, the system maintained a vol-
umetric � ow rate to within 0.12% (i.e., 30.00 § 0.04 L min¡1)
of the preset � ow rate. This is a substantial improvement over
the §5.5% variation (from the average) experienced during the
uncontrolled � eld test conducted over a comparable time period,
the §3% (Divita 1993) to §12% (Howell et al. 1998) � ow rate
� uctuations experienced in typical � eld studies using manual
or pneumatic � ow control methods, and the §5% � uctuations
reported for a commercially available hot wire mass � ow con-
troller (Howell et al. 1998).

Mass Errors. Mass errors were estimated for the controlled
and uncontrolled � eld tests by running the impactor model de-
scribed above using an input aerosol with an MMAD of 0.5 ¹m
and ¾g of 1.2 and the � ow rate measurements (321 values)
recorded during these tests. In this way, the observed � ow rate
� uctuations are used rather than random � uctuations. Mass er-
rors were again calculated relative to a 30 L min¡1 reference � ow
rate and are plotted against midpoint aerodynamic diameter in
Figure 4. As indicated in Figure 3, the distribution of � ow rates
in the uncontrolled � eld test are neither random nor symmetric
about the average value. Thus larger mass errors are expected
relative to the purely random � uctuation cases described above.
This is indeed the case. Mass errors were negligible for stages
0, 1, and 2 and small (C0.3%) for stage 3, but were excep-
tionally large, i.e., C18, ¡5, ¡24, ¡42, ¡60, and ¡76%, for
the remaining stages. As indicated in panel b of Figure 4, mass
errors for the � ow controlled test were estimated to be negligi-
ble (<0.05%) for all stages, except 7, for which the mass error
was only C0.21%. This clearly demonstrates both the necessity
for achieving precise � ow control when making impactor mea-
surements to determine mass differences and the ef� cacy of the
control system described here.

Accuracy Tests
Finally, two tests were run to verify the level of accuracy to

which a pair of volumetrically � ow controlled MOIs could mea-
sure the same test aerosol. In these tests, stage 8 (as speci� ed in
Table 1) was removed and a stage with a D50 of 6.9 ¹m (stage A)
was installed after the inlet stage. According to Marple (1998),
D50s will be identical for two MOI stages of the same design
and with identical pressure drops. However, small differences
in pressure drops can be expected due to small differences in jet
diameters. Individual pressure drops across stages 4–7 of two
nominally-identical 9 stage MOIs were determined by Marple
(1998). Those across stages 4 and 5 were identical (13.39 and

Figure 4. Estimates of mass errors resulting from � eld opera-
tion of uncontrolled (a) and controlled (b) MOIs.

14.79 mbar for impactors BandBB, respectively), whereas those
for stages 6 and 7 differed slightly (i.e., 35.73 and 36.14 mbar
for stage 6 of impactor B and BB, respectively, and 83.24 and
82.72 mbar for stage 7 of these respective impactors). As indi-
cated pressure drops corresponding to individual stages differed
by no more than 1.1%. Thus by virtue of Equations (3)–(5), D50s
were expected to deviate by no more than 0.2%, which corre-
sponds to a 0.4% change in the interval width. If mass were
distributed uniformly with respect to the sizes of particles col-
lected on such a stage, then a 0.4% change in interval width
would produce a 0.4% change in the mass collected and thus,
if undetected, a 0.4% error in mass collected. However, particle
mass is not distributed uniformly with respect to the sizes of
particles collected in the various intervals, and this can lead to
a substantial magni� cation effect. For example, the difference
in the integral of the LNDF over the interval 0.55–1 ¹m versus
0.55/1.002 to 1 ¹m (i.e., a difference in the lower D50 of 0.2%)
would be 5.9% for an MMAD and ¾g of 0.2 ¹m and 1.2, re-
spectively. However, this difference drops to 1.5% for a ¾g of
1.45 and to 0.6% for a ¾g of 1.9. Clearly and understandably, it is
dif� cult to accurately measure such narrow aerosol distributions
with a relatively low resolving power of the MOI.



D
ow

nl
oa

de
d 

A
t: 

16
:2

1 
20

 J
ul

y 
20

07
 

404 P. B. MACIEJCZYK ET AL.

One of the mass � ow meters (i.e., HFM-1) of the two control
systems was supplied with an 11 point NIST-traceable calibra-
tion, and its reported accuracy was 0.075% (indicated � ow was
39.97 L min¡1) at 40.00 L min¡1. The second mass � ow meter
(HFM-2) was calibrated against the � rst in our laboratory over
the range 0 to 30 L min¡1 in 19 100 mV increments, recorded on
a CR23X data logger. Linear regression coef� cients of the out-
put signal, i.e., in mV, from HFM-02 against the indicated � ow
of HFM-1, the reference meter, were 11.8513 § 0.0181 mV/L
min¡1, 1.998 § 0.392 L min¡1, and 0.999960 for the slope,

Figure 5. Test aerosol spectra collected with 2 simultaneously operated MOIs. Stages 0, A, 1, and 4–7 are labeled, as are
percentages of � uorescence collected on stages 8 and 9 and ratios of � uorescence measured on stages of impactors B and BB.

intercept, and R2, respectively. The accuracy, i.e., de� ned as the
root-mean-square-deviation between the two meters, is therefore
§0.19%. According to our model calculations, the differences
between masses collected on MOI stages 4–7 corresponding to
a C0.19% bias (not � uctuation) in � ow rates (i.e., 30.00 versus
30.06 L min¡1) could be <3% for an aerosol with a MMAD of
0.2 ¹m and ¾g of 1.2.

In the accuracy tests, 0.209 § 0.01 ¹m diameter, monodis-
perse, unit density � uorescent particles (Polysciences,Model 40)
were dispersed with a laboratory 2-� uid nebulizer (De Vilbiss
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Model 40) with a 10 L min¡1 � ow of � ltered, dry nitrogen me-
tered with a mass � ow meter (Aalborg). The test aerosol was
dried in a 2 L chamber and discharged to Boltzmann equilib-
rium by exposure to beta emissions from three 85Kr sources. The
two MOIs were connected to a precisely-machined symmetric
plenum (University Research Glassware, Carboro, NC) and used
to sample the test aerosol for 60 min, after which the positions
of the MOIs were exchanged and sampling was continued for an
additional 60 min. The test was then repeated. Flow rates of the
2 impactors, herein designated B and BB, were 30.01 § 0.04 (B)
and 30.01 § 0.02 (BB) L min¡1, respectively, in the � rst test and
30.01 § 0.04 (B) and 30.01 § 0.03 (BB) L min ¡1, respectively,
in the second test. After sampling, each of the impaction stages
(37 mm Nuclepore polycarbonate � lms) were extracted with a
10.00 § 0.02 mL aliquot of ethyl acetate and the � uorescence
intensity measured on an Aminco Bowmen Series 2 Lumines-
cence Spectrometer at an excitation wavelength of 440 nm by
integrating light emitted between 450 and 600 nm.

In the absence of particles consisting of multiple numbers of
the monodisperse test particles, most of the mass of test particle
mass would be collected on stage 6, whose D50 is 0.173 ¹m. A
simulation with the Monte-Carlo model was made using the
test particle distribution and measured � ow rate of 30.01 §
0.04 L min¡1. The model was run 500 times, randomly choosing
Gaussian values of particle diameter for a normal distribution of
input particles with the 0.209 ¹m mean and 0.01 ¹m standard
deviation. The results suggest that, without multiples, 82% of
the mass of these particles would have been collected on stage 6,
11.5% on stage 7, and 0.02% on the backup � lter. As indicated
in Figure 5, however, most of the 0.2 ¹m particle mass was col-
lected on stage 5 (D50 0.29 ¹m), indicating a large fraction of
doublets and/or substantial residue from the water used to dis-
perse the particles. As indicated in Figure 5, only 5.1% (5.3%
in test 2), i.e., about half of the ideal amount, was collected on
stage 7, presumably due to reduction in the single particle con-
centration due to multiplet formation. As only 0.02% of the
test particle mass should have reached the backup � lter, we
can attribute virtually all of the backup � lter mass (i.e., 4.8 and
12.6%) for both tests to particle bounce. Clearly this represents
a worst case in that dry solid test particles were used on � at, un-
coated substrates. In sampling ambient submicrometer aerosol,
less bounce would be expected.

Nevertheless, very good agreement was observed for the
2 impactors, i.e., the amounts collected on stages 4, 5, and 6
of the 2 impactors differed by only 0.1, 1.1, and 0.3%, respec-
tively, in the � rst test and by 4, 2, and 0.4% in the second test.
This is quite good considering that the uncertainty in the wash
volumes was about §0.2% and the � ow rate bias error could
have led to an uncertainty of as much as 3%.

The fact that the second test showed poorer agreement than
the � rst test could be an indication of jet clogging. This sug-
gests that precise measurements would require cleaning and new
pressure drop measurements to be made on stages with small jet
diameters before and after each use of the impactor.

CONCLUSIONS
Calculations using the MOI ef� ciency curves show that mass

error associated with � ow rate � uctuations can be expected to
be <1% for all impaction stages when � ow rate � uctuations are
maintained below 0.5%. Mass errors for backup � lters are ex-
pected to be somewhat larger (up to 3%), but can be less than or
comparable to backup � lter mass error due to particle bounce,
depending on the type and condition of impaction substrates
and the nature of the aerosol. This level of control is reason-
ably achieved with the readily-constructed � ow control system
described above.
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